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Zero trust systems help to improve the overall securi-
ty of computer networks, while one of the main chal-
lenges of zero trust systems is the construction and 
optimization of continuous authentication models. 
Aiming at the shortcomings of the existing authenti-
cation performance, this paper proposes a continuous 
authentication model based on an improved flower 
pollination algorithm (FPA) and extreme gradient 
boosting (XGBoost) to improve the accuracy of au-
thentication. The model first uses multiple strategies 
to optimize FPA to obtain MSFPA; then MSFPA is 
applied to XGBoost for hyper-parameter tuning to 
obtain MSFPA-XGBoost; and finally, MSFPA-XG-
Boost is applied to the user's continuous authentica-
tion. Among these approaches, MSFPA incorporates 
chaotic mapping to enhance the initial population. It 
also utilizes an adaptive transformation probability 
strategy to dynamically strike a balance between glob-
al and local search. Furthermore, it refines the search 
equation to optimize both global and local search. 
Additionally, MSFPA employs a pollen cross-bound-
ary correction strategy and incorporates the concept 
of cross-mutation to augment the algorithm's explor-
atory capabilities. The experimental results demon-
strate that, in the context of parameter optimization 
tasks, MSFPA exhibits superior performance com-
pared to other optimization algorithms, specifically 
in terms of search accuracy and convergence speed. 
In addition, in terms of continuous identity verifica-
tion effect, compared with each classification model, 
MSFPA-XGBoost improves the Accuracy, Recall, 
Precision, F1-Score, and AUC metrics by an average 
of 1.84%, 2.49%, 2.33%, 2.39%, and 3.11%, which 
indicates that the proposed model enhances the accu-
racy of continuous authentication and is more effec-
tively applicable within zero trust systems.

ACM CCS (2012) Classification: Security and privacy   
→ Security services → Authentication → Multi-fac-
tor authentication

Keywords: flower pollination algorithm, extreme gra-
dient boosting, continuous authentication

1. Introduction

Zero Trust [1] represents a novel generation 
of identity-based security concepts, and its 
core principle of ''never trust, always verify,'' 
ensures the security between entities. Com-
prehensive authentication serves as the foun-
dational prerequisite and cornerstone for the 
implementation of zero trust systems. Conse-
quently, the precision of user authentication 
is intimately tied to the overall security of the 
Zero Trust framework. Systems that use con-
tinuous identity [2] for authentication provide 
a higher level of security with the benefits of 
non-intrusive, improved user experience, and 
vulnerability-free against cyberattacks. Cur-
rently, many scholars have proposed contin-
uous authentication models. Zhao et al. [3] 
established a recursive neural network based 
on time and channels to construct an authenti-
cation model. Stragapede et al. [4] used a triple 
loss recurrent neural network (RNN) to authen-
ticate the user based on the user's characteris-
tics when performing activities on their mobile 
phone. Shen et al. [5] proposed an authentica-
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tion model GBDTNN for user touch behavior. 
The model incorporates a gradient-enhanced 
decision tree model for handling high-dimen-
sional feature sets and a neural network model 
for efficient online updating, resulting in a sta-
ble online authentication function. While such 
models possess a certain degree of continuous 
authentication capability, there remains a need 
to enhance both the accuracy and performance 
of the authentication process. Various intelli-
gent algorithms have been applied to the con-
struction process of continuous authentication 
models, and one of the most effective algo-
rithms is extreme gradient boosting.
Extreme Gradient Boosting (XGBoost) [6] is 
an iterative decision tree algorithm that uses 
multiple decision trees with lower classifi-
cation accuracies to form a combined classi-
fier to improve the overall performance. Liu 
et al. [7] used XGBoost to recognize forma-
tion thickness based on log data, and the re-
sults showed that the average accuracy of 
XGBoost in formation thickness and reservoir 
recognition was up to 95% or more. Xu and 
Fan [8] proposed a new intrusion detection 
system model based on logarithmic autoen-
coder and XGBoost, with detection accura-
cies of 95.11% and 99.92% on UNSW-NB15 
and CICIDS2017, respectively. Yang et al. [9] 
proposed a cross-silo joint XGBoost method 
to solve the joint anomaly detection problem, 
which is able to identify anomalies from ex-
tremely unbalanced datasets. However, XG-
Boost is characterized by drawbacks such as 
an excessive number of parameters and com-
plex computational requirements, highlighting 
the significance of optimizing its parameters. 
Among the various algorithms available, the 
Flower Pollination Algorithm (FPA) stands out 
as a promising approach for parameter optimi-
zation.
FPA, proposed by Yang in 2012 [10], is a 
novel intelligent optimization algorithm dis-
tinguished by its simple structure, minimal 
parameter requirements, robustness, and 
adaptability. It possesses the capability to 
identify optimal solutions. In comparison to 
other optimization algorithms, FPA exhib-
its superior speed, stability, and accuracy in 
complex parameter-tuning tasks. However, in 
certain specific contexts, FPA is prone to cer-
tain limitations, notably an inclination towards 

premature convergence to local optima and a 
decrease in the accuracy of identifying the op-
timal solution. Many scholars have improved 
it and formed many different versions. Das et 
al. [11] optimize FPA based on dynamic inertia 
weights of fitness and two popular differential 
evolution and mutation techniques. Shambour 
et al. [12] used the information about the two 
solutions randomly selected during the evolu-
tionary process in the global optimization part 
to tune the detection part of the algorithm to a 
specific search region. Jia et al. [13] proposed 
a flower pollination optimization algorithm 
based on cosine cross-generation differential 
evolution, which used cross-generation differ-
ential evolution to guide the local search, and 
set the cosine inertia weights to improve the 
search convergence speed. Dao et al. [14] inte-
grated FPA and sinusoidal cosine algorithm to 
overcome the shortcomings of FPA in micro-
grid operation planning and global optimiza-
tion. Studies indicate that the proposed HSFPA 
has improved diversity pollination, and boost-
ed convergence. The aforementioned literature 
has made certain enhancements to the fun-
damental FPA. In comparison to the original 
FPA, a substantial proportion of the modified 
algorithms demonstrate notable improvements 
in convergence rates and, to some degree, an 
elevation in the quality of the resultant solu-
tions. However, the convergence ability and 
optimization efficiency both have a lot of room 
for enhancement.
Therefore, to enhance the performance of FPA 
in optimizing XGBoost parameters and further 
elevate the performance of XGBoost in contin-
uous authentication, we propose a continuous 
authentication model that integrates an im-
proved FPA with XGBoost. This model aims 
to establish a reliable Zero Trust system and 
ensure the security of computer networks.
The primary contributions of this paper are 
outlined in greater detail below:

 ● We introduce an advanced variant of the 
FPA, designated as Multi-Strategy Flow-
er Pollination Algorithm (MSFPA), which 
aims to augment the efficacy of FPA in ad-
dressing intricate parameter optimization 
problems. MSFPA mainly optimizes six 
aspects of FPA: adopting chaotic mapping 
to improve the initial population; employ-
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2. Flower Pollination Algorithm

This section provides an introduction to FPA 
for its subsequent multi-strategy optimization. 
FPA is a heuristic intelligent algorithm based 
on the collective search patterns of the popu-
lation, it simulates the various ways that flow-
ering plants reproduce and pollinate. FPA has 
the qualities of a few parameters, robustness, 
strong adaptability, etc. [15]. Compared with 
the genetic algorithm (GA), the efficiency of 
FPA in converging and optimizing is greatly 
improved. Moreover, by analyzing the glob-
al convergence of FPA [16], it can be proved 
that FPA is effective in parameter tuning and 
can well optimize the complex parameters of 
XGBoost. The convergence of FPA is based on 
randomness and probabilistic control. By rea-
sonably adjusting the ratio of global search to 
local search, FPA can avoid falling into a lo-
cal optimal and gradually approach the global 
optimal solution. FPA ensures that the solution 
space is fully explored through the continuous 
flower pollination process, and the accuracy of 
the solution is gradually improved through lo-
cal optimization. The time complexity of FPA is 
mainly proportional to the number of iterations 
and the number of flowers. If the number of it-
erations is set to T and the number of flowers 
is N, the time complexity of the FPA is roughly 
O(T∙N). The algorithmic process of FPA is di-
vided into the following steps:

Step 1. Initialize FPA parameters. The param-
eters include the maximum iteration 
number Maxgen, population size N, 
and conversion probability p.

Step 2. Initialize population. The initial solu-
tion x1, x2, ..., xn is randomly generat-
ed based on the given upper and lower 
bounds, and its corresponding fitness 
value is calculated.

Step 3. Find the best solution g* and its fit-
ness value f ( g*) based on the initial 
population and its fitness value.

Step 4. Generate a new population and deter-
mine whether to use global search or 
local search based on the value of the 
switch probability p ∈ [0, 1]. Use the 
global search strategy if the generated 

ing a dynamic adaptive strategy for switch 
probability to maintain a balance between 
global and local pollination processes; 
incorporating an adaptive step-size ap-
proach to enhance the speed of conver-
gence and precision of the global search 
optimization; proposing a local search 
improvement strategy to make full use of 
the high-quality pollen; adopting the pol-
len cross-boundary correction strategy to 
further strengthen the exploration ability 
of the algorithm; and optimizing the situ-
ation of falling into local optimums based 
on the idea of cross-mutation.

 ● We propose a continuous authentication 
model based on MSFPA and XGBoost 
(called MSFPA-XGBoost). We use MS-
FPA to tune the hyperparameters of XG-
Boost, and then train the model according 
to the optimal parameters and apply it to 
the continuous authentication of users. 
The proposed model effectively integrates 
the strengths of the MSFPA and XGBoost, 
enabling swift and precise tuning of the 
intricate algorithm parameters. As a re-
sult, it markedly improves the efficacy, 
precision, and dependability of the ongo-
ing authentication procedure.

 ● We conduct an experimental compari-
son of the proposed method with diverse 
methodologies to further corroborate its 
feasibility. Specifically, we evaluate the 
performance of MSFPA against various 
heuristic optimization algorithms, fo-
cusing on its convergence accuracy and 
speed. We also compare MSFPA-XG-
Boost with various classification models 
to assess the performance of MSFPA-XG-
Boost on accuracy, recall, AUC, etc.

The remainder of the paper is structured as 
follows. Section 2 introduces the flower pol-
lination algorithm. Section 3 describes the 
continuous authentication model based on the 
improved flower pollination algorithm and Ex-
treme Gradient Boosting. Section 4 validates 
the model experimentally, while Section 5 
concludes the paper.
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random number rand ∈ U[0, 1] is less 
than p, otherwise use the local search 
strategy. The following is the global 
search equation:

( )1 * ,t t t
i i ix x levy x g rand pγ+ = + ⋅ − <   (1)

where, xi
t represents the specific pol-

len position after the t-th iteration 
update of the pollen individual i; γ is 
the step size control factor; levy is the 
Levy flight step length, and the equa-
tion is as follows:

( )
01

sin
12 , 0levy s s

s λ

πλλ λ

π +

 Γ  
 ≈ >

(2)

where, λ is a constant, and in this al-
gorithm, λ = 1.5 is taken; Γ(λ) is the 
standard gamma function; s0 is the 
minimum step size; s is the step length 
and is calculated as follows:

1/s λ

µ
ν

=
                    

(3)

where, μ and ν are two random num-
bers that satisfy the standard normal 
distribution μ ~ N(0, σ2), ν ~ N(0, 1), 
where the variance σ2 is given by the 
following equation:
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(4)

The local search equation is as fol-
lows.

( )1 ,t t t t
i i j kx x x x rand pε+ = + − ≥     (5)

where, xj
t and xk

t are any two pollinat-
ed individuals in the pollen popula-
tion different from xi

t during the t-th 
iteration; ε is a random number that 
follows the uniform distribution on 
[0, 1].

Step 5. Update the optimal solution. The up-
dated new solution will be substitut-
ed with the existing optimal solution 
if the fitness value of the flower after 
the population update is preferable to 
the present value; otherwise, no ad-
justments will be made.

Step 6. Check the stop conditions. Repeat 
Step 4 and 5 until the maximum num-
ber of iterations is reached.

The process of global pollination describes the 
random spread of flowers through the wind, 
which is an exploratory process. In the updated 
formula,  xi

t is the current global optimal solu-
tion, g* is the position of the current flower, γ 
is the parameter that controls the search step. 
According to the point of view of probability 
theory, the gap between xi

t and g* presents a 
generalized exploration process, with the goal 
of using this difference to steer the search to-
ward a better region.
Local search represents a detailed search in a 
small area around the current solution. In this 
process, the solution update formula mainly de-
pends on the gap between the current solution 
and its neighbors, as well as the step factor of 
ε. Local search ensures that the algorithm can 
steadily converge to the local optimal solution.
FPA combines global and local search, where 
global flower pollination corresponds to a larg-
er step size, emphasizing large-scale explora-
tion, while local flower pollination corresponds 
to a smaller step size, emphasizing fine optimi-
zation near the current solution. By dynamical-
ly adjusting the weights of the two, the search 
for the global optimal solution and the fine op-
timization of the local optimal solution can be 
realized.

3. Continuous Authentication Model 
Based on Improved Flower  
Pollination Algorithm and  
Extreme Gradient Boosting

To improve the accuracy of continuous authen-
tication, this paper proposes a continuous au-
thentication model based on FPA and XGBoost, 
so that it can be better applied to the zero trust 
system and thus improve the security of com-
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puter networks. The model first optimizes the 
FPA using multiple strategies, then applies it to 
XGBoost for hyper-parameter tuning, and fi-
nally uses the parameter-optimized XGBoost to 
authenticate the user's identity.

3.1. Improved Flower Pollination Algorithm 
Based on Multi-strategy

To address the shortcomings of FPA in certain 
specific contexts, such as its susceptibility to 
becoming trapped in local optima and its rela-
tively low optimization accuracy, further im-
provements in both optimization precision and 
convergence performance of FPA are sought to 
achieve the purpose of effectively optimizing the 
complicated parameters of XGBoost. This paper 
proposes an improved flower pollination algo-
rithm based on multi-strategy (MSFPA), which 
is mainly improved in the following six aspects.

3.1.1. Initial Population Improvement Strategy

FPA may result in an uneven distribution of in-
dividual flower positions because it uses a ran-
dom method to initialize positions. This has the 
drawbacks of having low optimization accuracy 
and being prone to local extremes. Chaotic map-
ping is distinguished by its randomness, and sen-
sitivity to initial conditions [17-19], enabling it 
to traverse all possible states within a specified 
range in a non-repetitive manner, following its 
inherent rules. Therefore, this paper uses chaos 
mapping to initialize the position of individual 
flowers, so that the initial position of individ-
ual flowers is distributed more evenly. Chaotic 
mapping is a dynamic system with irregularities, 
sensitive initial conditions, periodicity, and in-
finite detail. A chaotic system is a deterministic 
system, i.e., its behavior is determined by a set 
of definite equations, but it exhibits randomness 
in the details. Chaos mapping has a wide range 
of applications, especially in optimization prob-
lems, because of its global exploration ability 
and the ability to generate ''random'' over a large 
area. Therefore, this paper uses chaos mapping 
to initialize the position of individual flowers, 
so that the initial position of individual flowers 
is distributed more evenly. The steps to initialize 
the population via chaos mapping for n flower 
individuals (d-dimensional space) in this paper 
are as follows.

Step 1. First, randomly generate a d dimen-
sional vector ci (the first pollen indi-
vidual) within the [0, 1] interval.

Step 2. Use the logistic map [20] to iterative-
ly generate the remaining n - 1 vec-
tors. The logistic map equation is as 
follows:

( )1 1i i ic c cµ+ = −               (6)

where, μ is the control parameter. 
When μ = 4 is chosen, the logistic 
map's distribution is at its most uni-
form, and ci is the position of the indi-
vidual flower after chaotic mapping, 
i = 1, 2, 3, ..., n-1.

Step 3. Map the chaotically mapped results to 
the search area of the solution, using 
the following equation:

( )i ix L c U L= + −              (7)

where, U and L are the upper and low-
er boundaries of the search area, and 
xi is the initial position of the individ-
ual flower in the search space.

Through its ergodic and initial sensitivity, cha-
otic mapping can cover the entire search space, 
avoiding the local search blind spots that may 
be caused by the traditional random initializa-
tion method. The position of the flowers can be 
evenly distributed throughout the search space, 
so as to ensure that the algorithm has a good 
global exploration ability at the beginning.
The initial sequence of chaotic mapping is 
highly random and irregular, which allows the 
flower pollination algorithm to avoid the local 
convergence problem caused by the initializa-
tion method that only relies on the standard 
random distribution. Through chaotic mapping, 
the algorithm can start from a variety of initial 
points, which enhances the ability to jump out 
of the local optimum.

3.1.2. Adaptive Switch Probability Strategy

The conversion probability p has a large im-
pact on the performance of FPA. Mahdad and 
Srairi [21] found that the algorithm has better 
detection performance when p = 0.8. However, 
maintaining a constant p value during the al-
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gorithm's operation hinders the full utilization 
of the advantages associated with both local 
and global search capabilities. To address this 
problem, we integrate the iterations and fitness 
values to automatically modify the switch prob-
ability through Eq. (8), so as to improve the 
overall optimization-seeking performance of 
the algorithm. The automatic conversion prob-
ability refers to the probability of dynamically 
adjusting global and local flower pollination 
based on the mass of the current iteration or the 
current solution. Generally speaking, the algo-
rithm needs stronger global search ability in the 
initial search stage and more local optimization 
ability in the convergence process. The goal of 
the automatic conversion probability is to adap-
tively adjust the global and local search to at 
different stages in order to obtain the optimal 
solution.

( )

( )

min max min

max

max min

1

1

t

t t
i

t t

tp p p p
T

f f
f f

ω

ω

  = + − ⋅ − +  
 

−
− −      

(8)

where the value range of the switch probability 
p is p ∈[0.2, 0.9]; f tmax and f tmin are the max-
imum and minimum fitness values in the t-th 
generation of the population respectively. fi

t 
represents the fitness value of the present indi-
vidual within the population. T is the maximum 
number of iterations. pmax is the maximum val-
ue of parameter p. pmin is the minimum value of 
parameter p. ω is a weight coefficient used to 
control the proportion of the two update meth-
ods, where ω = 0.5.
In the early stages of the search process, the 
algorithm is usually in the exploratory phase, 
where the ability to search globally needs to 
dominate. The large global pollination proba-
bility of pt allows the flower to jump away from 
the current solution in the search space in large 
steps, avoiding falling into the local optimal 
solution. The automatic conversion probabil-
ity mechanism can automatically enhance the 
global search ability in the early stage, so as to 
improve the global optimization ability of the 
algorithm.
With the iterative progress of the algorithm, the 
optimal solution in the search space is gradual-
ly discovered, and local search becomes more 

important. Therefore, gradually decreasing the 
global pollination probability and increasing 
the local pollination probability make the po-
sition of the flower more finely searched near 
the current optimal solution, which is helpful 
to accelerate the convergence and find a more 
accurate local optimal solution. By gradually 
decreasing pt, the automatic conversion prob-
ability mechanism increases the proportion of 
local pollination in the later stage, so that it can 
focus on a smaller area in the search space and 
ensure the accuracy of the solution.

3.1.3. Global Search Improvement Strategy

In the global pollination of FPA, the fixed val-
ue of the step factor makes the step value lack 
adaptivity. To address this problem, we use an 
adaptive step size instead of the original step 
size in the global pollination part of FPA, and 
the new step size is defined as follows:

( )( )

( )

1

1

exp 30 / 2000 0.0001, 0

sin
12 , 0

t

t

levy T t

levy

t
s λ

πλλ λ

π

−

+

 × − × + >
  =  Γ     = (9)

where, T is the number of iterations at their 
maximum. Early in the algorithm's develop-
ment, the step size is big, which can help the 
algorithm better its capacity to find the best 
solution and hasten its convergence to the area 
around the ideal flower. As the algorithm pro-
gresses, the step size gets smaller, which gives 
a speedier convergence and higher convergence 
quality.
The introduction of the adaptive step size 
mechanism in the flower pollination algorithm 
can effectively optimize the global pollination 
process. By dynamically adjusting the step size, 
the algorithm can better balance the ratio of 
global search and local search, improve search 
efficiency, and avoid premature convergence or 
falling into a local optimal solution. The adap-
tive step size cannot only accelerate the conver-
gence process, but also enhance the adaptability 
of the algorithm to different types of optimiza-
tion problems, making the flower pollination 
algorithm more flexible and efficient in com-
plex optimization tasks.
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3.1.4. Local Search Improvement Strategy

In FPA, local search updates the position by 
randomly selecting two individuals around the 
current individual. While this approach facili-
tates the preservation of population diversity, 
the identification of the optimal solution may 
become challenging when individuals exhibit 
low fitness levels. To solve these problems, this 
paper proposes an improved local search strat-
egy that redefines the local pollination formula 
as follows:

( )
( ) ( )

1

1 cos 2

t t t t
i i j k

bl t

x x x x

e l D levy

α ε

α π

+ = + × × − +

− × × × ×     
(10)

3

t t t t t t
best i secondbest i thirdbest ix x x x x x

D
− + − + −

=
  
(11)

where, xi
t is the current pollen individual in the 

t-th iteration. xj
t and xk

t are two solution vectors 
chosen at random from all the solutions. x 

t
best, 

x 

t
secondbest, x 

t
thirdbest respectively represent the 

top three high-quality pollen individuals in the 
t-th  iteration loop. ε is a random variable of 
[0, 1]. α is the weight parameter that affects the 
ratio of the two methods, where α = 0.5. b is a 
constant factor, we take b = 1. l is an arbitrary 
value within [-1, 1].

3.1.5. Pollen Cross-boundary Correction 
Strategy

In FPA, when a new position is outside the 
search range, it is usually not processed or re-
placed with that range, which greatly reduces 
the optimization efficiency of the algorithm. In 
this paper, we propose a pollen cross-boundary 
correction strategy aimed at accelerating the 
convergence of the algorithm by modifying the 
parameters of individuals that cross boundaries 
and directing them toward the globally optimal 
solution. The new position of the cross-bound-
ary pollen is updated by Eq. (12).

( ) ( ) ( )
( ) ( ) ( )

 ,

 ,

t t t
i i best

t t t
i i best

if x r U x r x r

if x r L x r x r

 > =


< =            
(12)

where, xi
t(r) is the d-th dimension of the i-th  

operator in the t-th  iteration; U and L are re-
spectively the upper and lower boundaries of 
the search area.
The cross-boundary correction strategy can 
keep individuals searching in the effective solu-
tion space during the global pollination process, 
and avoid invalid search or search stagnation 
caused by cross-border. Through the correction 
of cross-border individuals, the algorithm can 
explore the solution space more efficiently and 
increase the probability of finding the global 
optimal solution.
Without the cross-boundary correction strategy, 
individuals may cross the search space bound-
ary indefinitely, resulting in an unstable or 
stagnant search process. The pollen cross-bor-
der correction strategy ensures the stability of 
the search process by limiting the boundaries 
of individuals. Especially in high-dimensional 
problems, the cross-border correction strategy 
can effectively avoid the solution space over-
flow and ensure that the algorithm continues to 
search effectively.

3.1.6. Optimization Strategy Based on  
Cross-mutation

Aiming at the situation that FPA falls into local 
optimal solutions in the later stage, the idea of 
cross-mutation [22] is introduced to optimize. 
In this paper, during the iterative optimization 
that takes place in the algorithm, if the opti-
mal solution obtained does not change during 
5 continuous iterations or the amount of change 
is less than 0.0001, it can be assumed that the 
algorithm has entered a local optimal solution. 
The identified optimal and suboptimal solu-
tions undergo a crossover operation, while the 
optimal solution undergoes a mutation process 
to enhance the likelihood of the FPA escaping 
from local optima.
Cross operation of pollen:
Set pollen x1 = (x1,1, x1,2, ..., x1, p, x1, p+1, x1, n), 
pollen x2 = (x2,1, x2,2, ..., x2, p, x2, p+1, x2, n), and 
perform crossoverto:
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(13)

where, xi,p represents the p-th dimensional vec-
tor of pollen xi.
The mutation operation of a pollen is:

( )0,1new best bestx x x Cauchy= + ⋅           (14)

where xnew is the new solution obtained af-
ter mutation, xbest is the local best value, and 
Cauchy(0, 1) is the standard Cauchy distribution.
The introduction of the idea of cross-mutation 
can effectively prevent the flower pollination 
algorithm from falling into the local optimal 
solution. When individuals converge in a cer-
tain region, the crossover generates a new solu-
tion by combining the information of multiple 
solutions to expand the search space. Through 
the fine-tuning of the solution, the mutation op-
eration tries to sscape the local optimum and 
avoids search stagnation. The combination of 
cross-mutations ensures that the search process 
can maintain the accuracy of local optimization 
and enhance the global search ability.

3.1.7. Implementation Steps of the Improved 
Algorithm

Figure 1 displays the flowchart of MSFPA ac-
cording to the improvement strategies above.
The specific steps of MSFPA are as follows.

Step 1. Initialize parameters. It includes pa-
rameters such as maximum iteration 
number Maxgen, dimension D, pop-
ulation size N, maximum and mini-
mum switch probabilities pmax, pmin, 
chaos mapping coefficient μ, chang-
ing threshold δ, etc.

Step 2. Initialize the pollen population. Use 
the chaotic map to establish the popu-
lation's starting location.

Step 3. Evaluate the fitness values of the ini-
tial population to determine the op-
timal pollen position, denoted as g*, 
and its associated fitness value, f (g*).

Step 4. Execute the adaptive switch proba-
bility strategy. Calculate the switch 
probability p using Eq. (8).

Step 5. If rand < p, perform global pollina-
tion and execute the global search 
improvement strategy. First, calculate 
the new step size according to Eq. (9), 
and then update the position of the pol-
len individual by Eq. (1); If rand ≥ p, 
local pollination is carried out, and the 
local search improvement strategy is 
applied to adjust the position of pollen 
individuals using Eq. (10).

Step 6. Assess whether any individuals with-
in the population exceed their defined 
boundaries. In the event that they do, 
implement the pollen cross-boundary 
adjustment strategy utilizing Eq. (12).

Step 7. Step 7: Evaluate the fitness of the pro-
posed solution. If the fitness of the 
new solution surpasses that of the pre-
vious one, the new solution is selected 
and its position is updated. Addition-
ally, if the fitness of the new solution 
exceeds that of the current best over-
all solution, the best overall solution 
and its corresponding fitness value are 
also updated.

Step 8. If the algorithm becomes trapped in 
a local optimum, the cross-mutation 
technique is applied to the current 
best solution to generate a new can-
didate solution. If this new solution 
demonstrates superior performance 
compared to the current optimal solu-
tion, it replaces the existing optimal 
solution; otherwise, no changes are 
made to the current optimal solution. 

Step 9. Verify that the algorithm reaches the 
end condition, i.e., the maximum 
number of iterations. If it complies, 
move on to Step 10; otherwise, go 
back to Step 4.

Step 10. Output the optimal pollen individual 
g* and its corresponding global opti-
mal solution f(g*), and the algorithm 
ends.

Algorithm 1 displays the MSFPA pseudocode.
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Figure 1. MSFPA flowchart.
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Input: Including population size N, maximum iteration times Maxgen, dimension D, maximum and minimum 
switch probabilities pmax, pmin, and upper and lower limits of search space U, L, chaos mapping coefficient 
μ, change threshold δ, etc.

Output: Optimal pollen individual g* and optimal fitness value f ( g*).

1.   c0 = rand(0, 1)
2.   for i = 0 to N do:

3.       ci+1 = μci (1 - ci)  # chaotic mapping

4.       xi = L + ci (U - L)  # map to the search space of the solution

5.   [xbest, xsecondbest, xthirdbest] = sort_select(X )  # sort and select the best three pollens

6.   g* = xbest
7.   t = 0, Q = 0
8.   while t < Maxgen do:

9.       ( )
min

max

max min

11 1
()

t
max

t
i

t

t

t
fp p pmin

T f
ω ω

     = ⋅ − + −      
10.     levyt = adaptive_step()  # calculate step
11.     for i = 0 to N do:

12.         if rand(0, 1) < pt  # Global Search

13.             xi
t +1 = xi

t + γ ∙ levy(xi
t - g*)

14.         else # Local Search
15.             ε = rand(0, 1), l = rand(-1, 1), ω = 0.5

16.             
3

t t t t t t
best i secondbest i thirdbest ix x x x x x

D
− + − + −

=

17.             xi
t +1 = xi

t + ω × ε × (xj
t - xk

t ) + (1 - ω) × ebl × cos(2πl ) × D × levyt

18.         if xi
t +1 < L or xi

t +1 > U  # Pollen Cross-Boundary Correction

19.             xi
t +1 = boundary_deal()

20.         if f(xi
t +1) is better than f (xi

t
 )

21.             xi
t +1 = xi

t +1

22.         else 

23.             xi
t +1 = xi

t

24.     [xbest, xsecondbest, xthirdbest] = sort_select(X )  # sort and select the best three pollens

25.     if xbest == g* or |xbest - g*| < 0.0001
26.         Q = Q + 1
27.     if Q == 5  # judge whether to fall into the local optimization

28.         xtmp = cross()   # perform the cross operation

29.         xnew = mutate()  # perform the mutation operation

30.         if f (xnew) is better than f (xbest)

31.             xbest = xnew

32.    g* = xbest
33.    t = t + 1
34. return g*, f(g*)

Algorithm 1. Pseudocode of MSFPA.
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3.1.8. MSFPA Algorithm Complexity Analysis

Time complexity refers to the measure of com-
putational resources required to execute an al-
gorithm, primarily determined by the frequency 
of problem repetitions. The time complexity of 
FPA is mainly affected by the population size 
N, iteration time Maxgen, and dimension D. 
According to optimization step of FPA, its time 
complexity is O(N × Maxgen × D). Based on 
the implementation procedures and pseudocode 
outlined in Section 3.1.7, the following analy-
sis is conducted regarding the time complexity 
of the MSFPA: specifically, the time complex-
ity associated with initializing the population 
through chaotic mapping is O(N × D), the time 
complexity of searching for the current optimal 
pollen is O(D), the time complexity of calculat-
ing the adaptive switching probability is O(D), 
the time complexity of global pollination using 
global search improvement strategy is O(D), the 
time complexity of local pollination using local 
search improvement strategy is O(D). The time 
complexity of pollen cross-boundary correction 
is O(D), the time complexity of cross-mutation 
optimization is O(D). The time complexity of 
MSFPA in steps 01 to 07 is O(N × D), and the 
time complexity of MSFPA in steps 08 to 34 is 
O(N × Maxgen × D), so the total time complex-
ity of MSFPA is O(N × Maxgen × D), which is 
consistent with that of FPA.
The space complexity denotes the amount of 
storage space necessary for the execution of the 
algorithm, primarily influenced by the popula-
tion size N, and the dimensionality D. There-
fore, the space complexity of both MSFPA and 
FPA is O(N × D), which means MSFPA does 
not increase the overhead of the algorithm.

3.2. Optimize XGBoost Parameters Using 
MSFPA

The accuracy of a model is significantly influ-
enced by the values of its parameters, rendering 
parameter tuning a crucial phase in model train-
ing. However, as illustrated in Table 1, XGBoost 
encompasses a substantial number of parame-
ters, each serving a distinct purpose. Conven-
tionally, parameter tuning is approached through 
experience-based, trial-and-error methods [23], 
which can be both time-consuming and prone to 
inaccuracies. MSFPA has excellent global opti-
mization ability, fast convergence speed, high 

precision, etc., which can make up for the short-
comings of XGBoost, such as slow tuning con-
vergence speed of multiple parameters, falling 
into local optimal solution, large fluctuation of 
accuracy rate, etc. This means MSFPA has the 
ability to find the optimal XGBoost parameters 
quickly. The reason for choosing n_estimator 
is that the value is too small, and the model is 
easy to underfit and cannot fully learn the rules 
in the data. This value is too large and can lead 
to overfitting, where the model performs well on 
the training set but not well on the test set, and 
the training time increases significantly. A larg-
er learning_rate can make the model converge 
quickly, but it may miss the optimal solution, 
resulting in reduced model accuracy or overfit-
ting. A smaller learning_rate allows the model 
to learn more carefully, making the model more 
stable and less prone to overfitting. The larg-
er the maximum depth, the more complex the 
structure of the tree, the stronger the fitting abil-
ity of the model, but the easier it is to overfit 
and be more sensitive to noise data. The smaller 
the value, the lower the complexity of the model 
and the possible underfit. For cases with more 
features and more complex data, the max_depth 
can be appropriately increased; for simple data, 
a smaller max_depth may be sufficient. The 
min_child_weight value will affect the overfit 
and underfit of the model, and if there is a lot of 
noise or outliers in the data, adjusting the value 
can improve the stability of the model. The val-
ue of gamma affects the splitting of the node. 
The values of subsample and colsample_bytree 
affect the randomness of the model and how de-
pendent the model is on features.
Hence, this paper introduces an enhanced ver-
sion of XGBoost, termed MSFPA-XGBoost, 
which leverages the MSFPA to optimize the 
hyperparameters of XGBoost, thereby enhanc-
ing the model's performance. The flow chart of 
MSFPA-XGBoost is depicted in Figure 2, which 
is mainly divided into the following four steps.
Step 1. Input the XGBoost parameter that 

needs to be optimized.
Step 2. Use MSFPA to optimize each param-

eter.
Step 3. Examine each parameter to determine 

whether it is ideal, and if it is, move on 
to Step 4; otherwise, go back to Step 2.

Step 4. Output the optimized parameter value.
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Table 1. XGBoost parameters and defaults.

Parameter Default Value Scope Explain

n_estimator - - The total number of iterations, that is,  
the number of decision trees.

learning_rate 0.3 [0,1] Learning rate. It can reduce the weight value of 
each step, making the model more robust.

max_depth 6 [0,∞] The maximum depth of the tree. It can be used 
to prevent overfitting.

min_child_weight 1 [0,∞] Minimum sum of instance weight (hessian) 
needed in a child.

gamma 0 [0,1] Minimum loss reduction is required to further 
partition a leaf node of the tree. 

subsample 1 (0,1] Subsample ratio of the training instances. 

closample_bytree 1 (0,1] Column sampling rate, that is, feature  
sampling rate.

Figure 2. Flowchart of optimizing XGBoost parameters using MSFPA.
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3.3. Continuous Authentication Model

The continuous authentication model based on 
MSFPA-XGBoost proposed in this paper con-
sists of two parts: the registration stage and the 
authentication stage, as shown in Figure 3.

3.3.1. The Registration Stage

The registration stage is used to train the user 
identity models for new users who use the de-
vice for the first time, and is mainly divided 
into four steps:
Step 1. Collect a certain amount of user data 

using the built-in sensors of the device 
and perform the preprocessing opera-

tions on the data set, such as missing 
value completion, data deduplication, 
feature analysis, etc.

Step 2. Extract user features based on user 
data, including gestures, keystrokes, 
touchscreens, etc.

Step 3. Generate MSFPA using multiple strat-
egies to improve FPA.

Step 4. Generate MSFPA-XGBoost using 
MSFPA Optimize XGBoost parame-
ters.

Step 5. Classify and train user features using 
MSFPA-XGBoost in order to obtain 
the user identity model and save it to 
the database.

Figure 3. Continuous authentication model.
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3.3.2. The Authentication Stage

The authentication stage will verify the user's 
identity continuously and periodically during 
the user's use of the device, which is mainly di-
vided into five steps:
Step 1. Collect and preprocess user data like 

the registration stage;
Step 2. Extract user features like the registra-

tion stage;
Step 3. Verify the user's identity using the 

trained model, and perform Step 4 or 
Step 5 according to the verification 
results;

Step 4. If the authentication is successful, 
the current user is regarded as a real 
user. The user can continue to access 
the system and go back to Step 1 to 
proceed to continuous authentication. 
At the same time, the system saves 
the current user features, re-classifies 
training and updates the user identity 
model after the user exits the system;

Step 5. If the authentication fails, the current 
user is deemed to be a fake user. When 
the number of times it is judged to be a 
fake user is equal to the set cumulative 
number of times, the current user's per-
mission is locked and the user needs 
to input the login password to log in 
to the device again; When the num-
ber of times judged to be a fake user 
is less than the set cumulative number 
of times, the user returns to Step 1 to 
restart continuous authentication.

4. Results

4.1. Experimental Environment

The experiments in this paper are conducted 
on a PC with a Linux operating system,  Intel 
Xeon E5-2680 processor,  NVIDIA GeForce 
RTX3080 graphisc card, and 64GB of memo-
ry. The experimental language is Python. The 
applied experimental environment is Pycharm, 
and the machine learning frameworks used are 
Sklearn, XGBoost, etc., which mainly contain 

Numpy, Pandas, Matplotlib, Scipy and other re-
lated libraries.

4.2. Experimental Data

In order to verify the proposed continuous au-
thentication model based on MSFPA-XGBoost 
in this paper, this paper uses the human activ-
ity dataset collected from Yang et al. [24] for 
continuous identity authentication. This dataset 
collects data recorded by 100 users operating 
cell phones under different circumstances. The 
sampling frequency of the data is 100Hz, which 
mainly includes data such as touch screen, sen-
sors, gestures, etc., as shown in Table 2. The 
total number of this dataset includes the num-
ber of sensor samples 6 × 107, touch samples 
4 × 106, gesture samples 1 × 106 and key sam-
ples 2 × 105.

4.3. Evaluation Metrics

The evaluation metrics used in the experiments 
of this paper are as follows:
Accuracy, which indicates the proportion of 
users who accurately predicted the outcome in 
terms of the overall number of users.

TP TNAccuracy
TP FN FP TN

+
=

+ + +         
(15)

Recall, which indicates the probability of being 
predicted as real among all real users.

TPRecall
TP FN

=
+                  

(16)

Precision, which indicates the probability that 
all predicted real users are actually real users.

TPPrecision
TP FP

=
+                

(17)

F1 score, which indicates the summed mean of 
Precision and Recall.

1- 2 P RF Score
P R
⋅

= ⋅
+                

(18)
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FAR, which indicates the probability that all 
users that are actually fake are predicted to be 
real users.

FPFAR
FP TN

=
+                   

(19)

The ROC curve and its area AUC enclosed with 
the X and Y axes in the lower right.
TP denotes true positives, representing the 
number of instances that are correctly identi-
fied as real users; FN stands for false negatives, 
indicating the number of actual real users that 
are incorrectly predicted as fake users; and FP 
represents false positives, which signifies the 
number of actual fake users that are mistakenly 
classified as real users. TN represents true neg-
atives, the number of fake users predicted to be 
fake users.

4.4. Experimental Result

In this paper, two comparative experimental set-
ups are established to underscore the advantag-
es of the proposed methodologies. Specifically, 
the proposed MSFPA is experimentally bench-
marked against various heuristic optimization 
algorithms, including HSFPA in the study by 

Dao et al. [14], FPA, PSO, GA, etc. The pro-
posed MSFPA-XGBoost model is experimen-
tally compared with classification models such 
as GBDTNN in the study by Zhao et al. [3], 
XGBoost, SVM, etc. Comparative experiments 
are conducted to demonstrate the effectiveness 
of MSFPA for optimizing XGBoost hyperpa-
rameters and the superiority of MSFPA-XG-
Boost for continuous authentication.

4.4.1. Comparison of MSFPA with Various 
Heuristic Optimization Algorithms

In an attempt to demonstrate the performance 
superiority of MSFPA, it is experimentally 
compared with heuristic optimization algo-
rithms such as HSFPA, FPA, PSO, GA, etc. 
In this paper, the four parameters in XGBoost, 
namely n_estimator, learning_rate, max_
depth, and min_child_weight, which have a 
large impact on the model, are selected as the 
optimization target parameters, while other 
XGBoost parameters are default. Given that 
the algorithm's settings have major effects on 
its effectiveness, the common parameters of 
the algorithms should be set to be consistent 
under the condition of ensuring the same ex-
perimental environment and the beginning pa-
rameter settings for each algorithm are listed 

Table 2. Dataset details.

Category Content

Raw touch event Timestamp, finger count, finger ID, raw touch type, X/Y coordinate, contact size,  
screen orientation

Tap gesture Timestamp, tap type, raw touch type, X/Y coordinate, contact size, screen orientation

Scale gesture Timestamp, pinch type, time delta, X/Y focus, X/Y span, scale factor, screen orientation

Scroll gesture Starting and ending timestamp, X/Y coordinate, contact size, speed along X/Y-coordinate, 
screen orientation

Fling gesture Starting and ending timestamp, X/Y coordinate, contact size, speed along X/Y-coordinate, 
screen orientation

Key press Timestamp, press type, key ID, screen orientation

Accelerometer Timestamp, acceleration force along X/Y/Z-axis
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in Table 3. Chaos mapping coefficient adjusts 
the chaos map strength and balances global 
and local searches, Maximum switch probabil-
ity controls the frequency of mode switching, 
taking into account the diversity and efficien-
cy of searching, Minimum switch probability 
prevents mode switching from over-frequency 
and ensures stable searching, Change thresh-
old changes according to the search results, 
triggering policy adjustment to improve ef-
ficiency. Switch probability balances global 
and local search, and adapts to different search 
stages, Mutation probability regulates pop-
ulation diversity and avoids premature con-
vergence of the algorithm, Select coefficient 
controls the selection of excellent individuals, 
taking into account the speed and diversity of 
convergence, Step control weight regulates the 
search step size to suit the search process and 

Table 3. Parameter settings for different algorithms.

Algorithm Parameter Value

MSFPA

chaos mapping coefficient μ 4

maximum switch probability pmax 0.9

minimum switch probability pmin 0.2

change threshold δ 0.0001

HSFPA

switch probability p 0.72

mutation probability q 0.6

select coefficient ω 0.5

step control weight [lw, hw] [0.21, 0.91]

FPA switch probability p 0.8

PSO

learning factor c1 1.5

learning factor c2 2

inertial factor 0.9

GA
cross probability 0.6

mutation probability 0.01

MSFPA, HSFPA, FPA, PSO, GA
population size N 20

maximum iterations Maxgen 50

accuracy. Learning factor balances the local 
and global search of particles, avoiding opti-
mization dilemmas, Inertial factor controls the 
scope and speed of the search, and is adapted 
to the search phase. Cross probability regulates 
the generation of new individuals, balancing 
diversity with the preservation of superior 
structures. Meanwhile, in order to provide a 
fair and objective comprehensive evaluation of 
the convergence ability of each heuristic algo-
rithm, the statistical analysis of the experimen-
tal results for each algorithm was conducted 
using the Wilcoxon signed-rank test [25] (at a 
significance level of α = 0.05) and Friedman's 
test [26]. Table 4 presents the impact of various 
algorithms on search accuracy across different 
evaluation metrics, whereas Figure 4 illustrates 
the performance of these algorithms in terms of 
convergence speed.
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Table 4. The iterative results of different algorithms on different metrics.

Metric Algorithm Max Mean Min Std Friedman 
average rank

AUC

MSFPA 0.9937(1) 0.9771(1) 0.8545(1) 0.03173(1) 1

HSFPA 0.9880(2) 0.9684(2) 0.8386(2) 0.03520(2) 2

FPA 0.9666(5) 0.9392(5) 0.7775(5) 0.04693(5) 5

PSO 0.9788(3) 0.9500(3) 0.7945(4) 0.04394(4) 3.5

GA 0.9780(4) 0.9417(4) 0.8145(3) 0.04099(3) 3.5

Accuracy

MSFPA 0.9900(1) 0.9663(1) 0.8045(1) 0.04176(1) 1

HSFPA 0.9859(2) 0.9549(2) 0.7745(2.5) 0.04677(2) 2.125

FPA 0.9524(5) 0.9161(5) 0.7601(5) 0.04777(3) 4.5

PSO 0.9580(4) 0.9222(3) 0.7687(4) 0.4929(4) 3.75

GA 0.9638(3) 0.9191(4) 0.7745(2.5) 0.05740(5) 3.625

FAR

MSFPA 0.1565(1) 0.02348(1) 0.006528(1) 0.03452(1) 1

HSFPA 0.1666(2) 0.03049(2) 0.009528(2) 0.03754(2) 2

FPA 0.1904(4) 0.04543(4) 0.01422(5) 0.04770(4) 4.25

PSO 0.1862(3) 0.04101(3) 0.01253(3) 0.04543(3) 3

GA 0.1944(5) 0.04872(5) 0.01383(4) 0.05342(5) 4.75

Recall

MSFPA 0.9921(1) 0.9676(1) 0.8245(1) 0.04147(1) 1

HSFPA 0.9899(2) 0.9620(2) 0.8205(2) 0.04407(2) 2

FPA 0.9620(5) 0.9264(4) 0.8045(3.5) 0.04523(3) 3.875

PSO 0.9683(3) 0.9269(3) 0.8016(5) 0.04946(4) 3.75

GA 0.9651(4) 0.9193(5) 0.8045(3.5) 0.04957(5) 4.375

Precision

MSFPA 0.9880(1) 0.9628(1) 0.8045(1) 0.04205(1) 1

HSFPA 0.9830(2) 0.9551(2) 0.7955(2) 0.04763(2) 2

FPA 0.9600(4) 0.9187(4) 0.7615(4) 0.05538(4) 4

PSO 0.9644(3) 0.9280(3) 0.7815(3) 0.04841(3) 3

GA 0.9590(5) 0.9113(5) 0.7565(5) 0.05922(5) 5

F1-Score

MSFPA 0.9901(1) 0.9652(1) 0.8144(1) 0.04164(1) 1

HSFPA 0.9865(2) 0.9585(2) 0.8078(2) 0.04572(2) 2

FPA 0.9610(5) 0.9225(4) 0.7825(4) 0.05036(4) 4.25

PSO 0.9663(3) 0.9274(3) 0.7914(3) 0.04868(3) 3

GA 0.9621(4) 0.9152(5) 0.7798(5) 0.05432(5) 4.75
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(a) (b)

(c) (d)

Figure 4. Convergence of different algorithms on the AUC, accuracy, FAR, recall, precision, F1-Score metrics, as in 
subfigures: (a)-(f), respectively.

(e) ( f )
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Table 4 demonstrates that the proposed MSFPA 
has attained favorable outcomes when com-
pared to other algorithms across diverse eval-
uation metrics. The superiority of MSFPA is 
evident in its maximum, mean, and minimum 
values, which suggest improved solution 
quality, accuracy, and convergence precision. 
Furthermore, the lower standard deviation as-
sociated with MSFPA indicates its more sta-
ble performance. Taking the max value as 
an example, compared to other algorithms, 
MSFPA improved by 0.58%-2.80% on AUC, 
0.42%-3.95% on accuracy, 6.06%-19.50% on 
FAR, 0.22%-3.13% on recall, 0.51%-3.02% 
on precision, and 0.36%-3.03% on F1-score. 
Considering the emphasis of HSFPA on re-
fining local search capabilities, the results ob-
tained after the subsequent iterative refinement 
process demonstrate a close approximation to 
those achieved by MSFPA. However, the ad-
vancements in MSFPA pertaining to population 
initialization and global search endow it with 
superiority over HSFPA in the context of over-
all optimization. The optimization performance 
of FPA, PSO, and GA is not much different, 
but there is still a gap compared to MSFPA and 
HSFPA. In comparison to the MSFPA, the three 
other algorithms lag behind by approximately 
2.5 percentage points on average in terms of 
their maximum, mean, and minimum values. 
Additionally, their larger standard deviations 
suggest a lesser degree of stability compared 
to MSFPA. The results of the Friedman test 
further confirm the superiority of MSFPA, as 
it received an average rank of 1. Specifically, 
MSFPA outperformed the HSFPA, FPA, PSO, 
and GA by an average reduction of 1.02, 3.31, 
2.33, and 3.33 ranks, respectively, and the algo-
rithm is ranked first overall. The values in the 
comprehensive table indicate that the MSFPA 
in this paper has better search accuracy.
As illustrated in Figure 4, the iteration curve of 
MSFPA exhibits a downward trend for FAR, 
while the iteration curves for the remaining in-
dicators display a bias, which indicates that the 
MSFPA optimization effect is the best. In the lat-
ter stages, the iterative curve of HSFPA demon-
strates a slight superiority over MSFPA in terms 
of Precision, primarily due to HSFPA's robust 
optimization capabilities in local search, but the 
curve trend of MSFPA outperforms HSFPA in 
overall convergence and on other evaluation 

metrics. Although FPA and PSO can converge 
about 28 iterations, they have fallen into local 
optima in the later stage. Conversely, while GA 
possesses the capacity to escape local optima in 
later stages, it exhibits a slower initial conver-
gence rate. Furthermore, the MSFPA introduced 
in this study not only exhibits rapid convergence 
in the early phase, characterized by a steep de-
cline in the curve, but also maintains smooth-
ness in later stages. Notably, it attains optimal 
convergence after approximately 24 iterations 
without significant oscillation, demonstrating 
robust stability. The comprehensive analysis in-
dicates that the MSFPA presented in this paper 
outperforms in terms of convergence speed.
Table 5 presents the p-values derived from the 
Wilcoxon test, which were obtained through 
pairwise comparisons of MSFPA with various 
algorithms, namely MSFPA versus HSFPA, 
MSFPA versus FPA, MSFPA versus PSO, and 
MSFPA versus GA. The null hypothesis as-
sumes no significant difference in performance 
between the compared algorithms. Alternative-
ly, the alternative hypothesis posits that a differ-
ence does exist between the algorithms' values. 
Notably, all p-values listed in Table 5 are be-
low the 0.05 threshold (indicating a 5% signif-
icance level), thereby sufficiently demonstrat-
ing a statistically significant difference between 
MSFPA and the other algorithms. This finding 
suggests that MSFPA outperforms each of the 
other algorithms across the evaluated metrics.
In summary, MSFPA can search for optimal 
parameter groups quickly and accurately, out-
performing other heuristic optimization al-
gorithms. The optimal parameter groups after 
MSFPA tuning obtained by the experiment are 
shown in Table 6.
As can be seen from Table 6, the best parameter 
groups obtained on different evaluation metrics 
are not much different. However, AUC exhibits 
robustness to variations in the ratio of positive 
to negative data, making it a suitable metric 
for evaluating unbalanced datasets compared 
to other evaluation criteria. Consequently, in 
this study, the parameter set derived from the 
AUC evaluation metric is selected as the op-
timal parameter configuration following the 
tuning of MSFPA, i.e., n_estimator=325, learn-
ing_rate=0.39, max_depth=12, and min_child_
weight=1.



20 P. Xiao, J. Hu, H. Wang and H. Li

4.4.2. Comparison of MSFPA-XGBoost with 
Various Classification Models

In an attempt to reflect the performance superi-
ority of MSFPA-XGBoost, it is experimentally 
compared with GBDTNN, XGBoost, SVM and 
other classification models using the same data-
set, the data is divided into 80% training set and 
20% test set, and the number of training rounds 
is initially set to 100, which is adjusted accord-
ing to the convergence of the loss function, the 
complexity of the dataset, and the computing 
resources.  The parameters of MSFPA-XG-
Boost use the optimal parameters gained from 
the experiment in Section 4.4.1, and the other 
classification models use default values. The 
performance scores of each classification mod-

Table 5. Comparison of wilcoxon test P-values for MSFPA and other algorithms.

Metric HSFPA FPA PSO GA

AUC 3.28e-10 3.28e-10 4.42e-10 4.82e-10

Accuracy 2.88e-10 3.28e-10 3.48e-10 3.65e-10

FAR 3.08e-10 3.28e-10 3.47e-10 3.84e-10

Recall 2.46e-10 3.83e-10 4.00e-10 4.90e-10

Precision 3.25e-10 3.47e-10 4.00e-10 4.00e-10

F1-Score 2.88e-10 3.84e-10 4.00e-10 4.90e-10

el are listed in Table 7, and the performance 
comparison graph is shown in Figure 5, and the 
ROC curve is shown in Figure 6.
As calculated from Table 7 compared to other 
models, MSFPA-XGBoost improved by 0.36%-
4.82% on accuracy, 0.49%-5.65% on recall, 
0.21%-6.07% on precision, 0.09%-5.84% on 
F1-score, and 0.34%-6.33% on AUC. The av-
erage values of improvement on each metric 
are 1.84%, 2.49%, 2.33%, 2.39%, and 3.11%, 
respectively. This indicates that MSFPA-XG-
Boost performs better in terms of continuous 
authentication compared to other models. At 
the same time, it can be intuitively seen from 
Figure 5 that MSFPA-XGBoost outperforms 
the traditional classification models on all met-

Table 6. The best parameter population obtained after tuning using MSFPA.

Parameter AUC (0.9937) Accuracy 
(0.9900) FAR (0.0065) Recall 

(0.9921)
Precision 
(0.9880)

F1-Score 
(0.9901)

n_estimator 325 322 327 325 328 326

learning_rate 0.39 0.36 0.38 0.37 0.40 0.39

max_depth 12 12 11 11 12 11

min_child_
weight 1 1 2 1 1 2
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rics. Although GBDTNN is marginally better 
than MSFPA-XGBoost on Precision, MSF-
PA-XGBoost outperforms GBDTNN on all 
other metrics. Also, MSFPA-XGBoost outper-
forms GBDTNN on AUC is an indication that 
MSFPA-XGBoost outperforms the unbalanced 
samples of GBDTNN, proving its superiority 
in continuous authentication. XGBoost, SVM, 
Random Forest, and Decision Tree can also 
achieve more than 90% performance on each 
metric, but they still have some gap compared 
to MSFPA-XGBoost, and they lag MSFPA-XG-

Boost by about 3 percentage points on average. 
MSFPA-XGBoost outperforms XGBoost on 
all the metrics also precisely due to the effec-
tive optimization of the complex parameters by 
MSFPA. In addition, as can be seen in Figure 
6, the ROC curve of MSFPA-XGBoost is more 
toward the upper left, further confirming its su-
periority. In summary, compared to other mod-
els, MSFPA-XGBoost has better prediction ac-
curacy, stability and robustness in continuous 
authentication.

Table 7. Performance Comparison of Different Models.

Model Accuracy Recall Precision F1-Score AUC

MSFPA-XGBoost 0.9886 0.9918 0.9871 0.9894 0.9937

GBDTNN 0.9851 0.9870 0.9892 0.9885 0.9903

XGBoost 0.9775 0.9812 0.9768 0.9790 0.9811

Random_Forest 0.9805 0.9762 0.9796 0.9779 0.9667

Decision_Tree 0.9685 0.9568 0.9496 0.9532 0.9483

SVM 0.9431 0.9388 0.9306 0.9348 0.9345

Figure 5. Comparison of different models on different 
evaluation metrics.

Figure 6. ROC curves of different  
models.
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5. Conclusion

The performance of the continuous authentica-
tion model is relevant to the security of a zero 
trust system, and thus to the security of a com-
puter network. While XGBoost has superior ac-
curacy and speed in continuous authentication 
scenarios, it has a large number of parameters, 
and different parameter values have a huge im-
pact on prediction accuracy. The FPA boasts re-
markable advantages, including superior glob-
al optimization capability, swift convergence 
rates, and high precision, which facilitate the 
rapid and accurate tuning of intricate parame-
ters. However, it is prone to falling into local 
optima and may exhibit reduced optimization 
accuracy in certain specific scenarios, thereby 
presenting certain disadvantages. Therefore, 
this paper proposes a continuous authentication 
model based on MSFPA-XGBoost, which aims 
to improve the accuracy of authentication. The 
proposed model employs a multifaceted ap-
proach to address the limitations of each com-
ponent within FPA. Specifically, it optimizes 
the initial population, enhances global search 
capabilities, refines local search strategies, and 
mitigates the tendency to fall into local opti-
ma. Subsequently, the optimized MSFPA is ap-
plied to XGBoost for hyper-parameter tuning, 
and finally, the resulting MSFPA-XGBoost is 
used for continuous identity authentication of 
the user's identity. The experimental findings 
indicate that MSFPA exhibits superior optimi-
zation capabilities, precision, and convergence 
rates when compared to other optimization al-
gorithms, including HSFPA, FPA, PSO, and 
GA. Furthermore, it demonstrates effectiveness 
in optimizing parameters such as the number 
of base classifiers, the learning rate, the max-
imal tree depth, and the minimum leaf weights 
of XGBoost on AUC, accuracy, FAR, and oth-
er metrics. In addition, the MSFPA-XGBoost 
has an average improvement of 1.84%, 2.49%, 
2.33%, 2.39%, and 3.11% on accuracy, recall, 
precision, F1-score, and AUC metrics com-
pared to the classification models such as GB-
DTNN, XGBoost, SVM, etc. Additionally, the 
ROC curve of the model demonstrates a closer 
proximity to the upper left corner, signifying 
enhanced accuracy and stability of the model. 
Therefore, it shows that MSFPA-XGBoost has 
a good continuous authentication effect, which 
has good practical application value.

In future work, we will continue to optimize 
MSFPA and MSFPA-XGBoost and fully incor-
porate contextual information for continuous 
authentication so that the model can cope with 
various complex environments. At the same 
time, we will supplement the simulated attack 
experiments to ensure that the security of the 
system can be improved after being applied to 
systems such as zero trust.
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