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The study of stock time series has been an important 
area of research in economics, finance, and manage-
ment. Time series feature representation serves as the 
primary approach for studying time series. The K-line 
chart is a common representation of stock time series 
data. This study proposes a segmented representation 
method KCTEP based on the extreme points of stock 
K-line portfolio trend for K-line chart data, which is 
validated in sequence compression rate and distance 
metric. The experimental results show that the KCTEP 
method significantly improves the trend description by 
8.63% and the compression rate by 2.95% when com-
pared with the uniform extreme point representation 
method and the piecewise aggregation approximation 
method (PAA).The results lead to significant enhance-
ment of the trend description effect and reduction of 
the distance metric error.

ACM CCS (2012) Classification: Theory of compu-
tation → Design and analysis of algorithms → Algo-
rithm design techniques → Preconditioning
Applied computing → Law, social and behavioral 
sciences → Economics

Keywords: stock time series, K-line chart, segmented 
representation, trend analysis

1. Introduction

Time series data is a class of high-dimension-
al data and is an important research element 
in data mining. It is widely used in intelligent 
manufacturing [1][2], e-commerce [3] and oth-
er fields. The stock market is a typical applica-
tion of time series data. Compared with tradi-
tional economic data, stock prices change more 

drastically and at shorter time intervals, which 
makes it more challenging to analyze and fore-
cast stock time series data. How to model and 
analyze stock time series data is of great sig-
nificance in predicting stock price trends and 
formulating investment strategies.
Characteristic representation of stock time se-
ries data is a key issue in the study of stock 
time series. Usually, stock time series data are 
characterized by high dimensionality, large 
scale, non-stationarity and noise interference. 
Through feature representation of stock time 
series data, potential laws and patterns in the 
data can be discovered, and the interpretability 
and prediction accuracy of the data can be im-
proved.
Segmented linear representation, pole ex-
traction and trend analysis have been of great 
interest when dealing with the problem of char-
acterizing non-stationary time series. In a com-
plex stock market, stock prices are affected by a 
variety of uncertainties and high levels of noise, 
resulting in sharp price fluctuations. In order to 
better understand and analyze the trend charac-
teristics of stock time series, most of the exist-
ing work uses linear transform methods such as 
Fourier transform, discrete cosine transform, 
wavelet transform and PAA. However, the ef-
fectiveness of these methods depends on the 
match between the data and the assumptions of 
the selected transforms and is dependent on set 
thresholds, which may have some limitations.
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Referring to the Japanese trader who plotted the 
price of rice to explore the pattern of its rise 
and fall and formed the now widely used K-line 
chart, K-line chart is one of the most common 
forms of stock time series data. It reflects the 
change of the stock price by displaying the four 
key prices, i.e., the opening price, the closing 
price, the high price and the low price, in each 
time period. There are many variations of neg-
ative and positive lines in a K-line chart, and 
various combinations of K-lines represent dif-
ferent meanings. Therefore, how to mine and 
utilize K-line patterns for stock price predic-
tion has become a major research component 
of K-line technical analysis. Observation of a 
stock's K-line chart reveals that trend extreme 
points in K-line changes are usually of great 
significance. These trend extreme points reflect 
the overall trend and major characteristic pat-
terns of the stock time series. Trend extremes 
can be viewed as inflection points in a stock's 
price action, signaling a change in price from up 
to down or from down to up. They are usually 
characterized by highs and lows in the K-chart 
and represent key moments and important turn-
ing points in the market.
Stock price forecasting using trend extreme 
points is an important research direction. By 
identifying and analyzing trend extreme points 
in K-charts, it is possible to reveal the underly-
ing trend and future movements of stock prices. 
This provides investors with an important basis 
for decision making and helps them make more 
informed investment decisions. This study pro-
poses a segmented representation of stock time 
series data based on K-line chart data, combined 
with the trend extreme point extraction meth-
od, which extracts the trend extreme points by 
re-representing the K-line chart to better repre-
sent the stock time series data.
This study is structured as follows. Section 2 
introduces related research work and progress. 
Section 3 introduces the algorithmic flow of 
the proposed method in this study. Section 4 
introduces the experimental process and eval-
uates and discusses the experimental results. 
Section 5 summarizes the conclusions drawn 
from this study.

2. Related Research

The study of the representation of time series 
features began in the field of engineering, and 
along with the further development of infor-
mation technology and machine learning, the 
study of time series patterns has increasingly 
migrated to other fields, such as finance, eco-
nomics, and medicine. With the increasing size 
of time series and the increasing degree of in-
terference in various application scenarios, it 
is very difficult to model and analyze with raw 
data, so it is especially important to transform 
and reduce the dimensionality of the raw data 
appropriately. The transformation of time series 
data refers to the extraction of features such as 
mean, variance, frequency and magnitude of 
the original time series, and then mapping these 
features into a new vector space to transform 
them into data, called the construction of the 
feature space, so as to achieve the purpose of 
data compression and reduce the cost of com-
putation, which is known as the method of time 
series feature representation. For time series 
characterization, it is crucial to strike a balance 
between downscaling and preserving important 
trend features embedded in the original series. 
For time series feature representation methods, 
the following conditions usually need to be sat-
isfied:

 ● the ability to significantly reduce the di-
mensionality of time series data;

 ● effective retention of the overall trend and 
local characteristics of the time series;

 ● efficient characterization of the time series 
data with high representation accuracy.

2.1. Segmentation-based Representation

In 2004, H. Wu et al. [4] proposed Piecewise 
Linear Representation (PLR) in stock forecast-
ing and utilized the results of PLR to investigate 
its data similarity and stock price prediction. 
On the basis of PLR, scholars have proposed 
segmented bottom-up linear approximation to 
represent time series algorithm (PLR-BU) and 
partial linear top-down algorithm (PLR-TD).  
Jia et al. [5] proposed how to use the fitting er-
ror to find different δ in each line segment sep-
arately, and the result improved the fineness of 
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mal distribution [11]. Since SAX is a symbol-
ic representation based on the PAA method, 
SAX also suffers from some defects similar to 
the PAA method, i.e., SAX can only represent 
the average value of the segmented series with 
symbols, and it is easy to ignore the important 
data features that reflect the trend of the series. 
To solve the above problems, researchers have 
used different strategies to improve the SAX 
method [12][13][14]. Lkhagva et al. [15] pro-
posed the ESAX (Extended SAX) algorithm, 
which enhances the classification results by 
fusing the maximum, minimum, and mean val-
ues of the segments into a symbol aggregation 
algorithm. Although the ESAX algorithm can 
effectively improve the classification accuracy 
and reduce the computation, it cannot well de-
scribe the continuously changing dataset, i.e., it 
lacks good dynamics. Sun et al. [16] proposed 
an approximate representation for describing 
sequence segments using their mean and trend 
distances (Symbolic Aggregate approXimation 
based on Trend Distance, SAX_TD), which 
can better characterize the overall trend of se-
quence segments. Zhang et al. [17] proposed 
an approximate representation of time series 
symbol aggregation based on trend features, in 
which the trend distance factor and the trend 
pattern factor of the segments are used to joint-
ly describe the trend features of the sequences, 
in addition to retaining the mean value feature 
of each sequence segment. Although the above 
feature representation method locally improves 
the accuracy of time series pattern recognition, 
it still has the problem of losing the trend fea-
tures inside the sequence segments.

2.2. Representation Based on Spatial 
Transformations

Representation based on spatial transformation 
refers to the transformation of a time series into 
another data space, and the transformation pro-
cess and the selection of feature coefficients 
are independent of the data itself. Specifical-
ly, the time series can be transformed from 
the original time-domain space to the frequen-
cy-domain space, signal spectrum space, etc., 
in which the characterization can be complet-
ed. The commonly used methods are Discrete 
Fourier Transform (DFT) [18][19] and Discrete 

PLR and made the overall error smaller, but the 
computing time spent increased.
Keogh et al. [6] proposed the Piecewise Ag-
gregate Approximation (PAA), which can di-
vide the original time series equidistantly and 
calculate the average value of the subsequence 
based on the pre and post order of the division. 
However, since this method does not take into 
account the fact that there are similarity dif-
ferences between neighboring subsamples, its 
results are often inaccurate. For this reason, re-
searchers have carried out a series of improve-
ment operations on the PAA method. On the 
one hand, Huang et al. [7] used data features 
such as slope and variance to enhance the char-
acterization of the original set of means, and 
on the other hand, Keogh et al. [8] proposed 
an adaptive segmentation constant approxima-
tion method (APCA). This method is based on 
the idea of dynamic programming. According 
to the characteristics of the time series data, it 
conducts an optimal segmentation on the time 
series, thus obtaining a collection of time series 
segments with different lengths.
Liu et al. [9] proposed a time series trend ex-
traction algorithm based on turning points and 
trend segments on the basis of segmented linear 
representation of time series. The experimental 
results show that the method not only has good 
noise immunity but also has higher fitting ac-
curacy under the same compression rate, which 
can provide better features for subsequent data 
mining. Li et al. [10] discovered the fluctuating 
characteristics of time series by studying the 
trend of time series. They proposed to divide 
the trend change of time series into the upper 
and lower layers, and eliminate the trend while 
keeping points in the upper and lower layers, 
respectively. The experimental results show 
that the segmentation method has low time 
complexity and is easy to implement, and on 
the basis of maintaining the trend characteris-
tics of the time series, the fitting error obtained 
is smaller.
In order to enhance the fast dimensionality 
reduction effect as well as to reflect the over-
all trend of the time series, researchers have 
proposed the Symbolic Aggregate approXi-
mation (SAX) method, which is based on the 
PAA method and transforms the time series 
into symbolic characters according to the nor-
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Wavelet Transform (DWT) [20][21][22], where 
DWT is an important transform.
The DFT is a method of transforming a time do-
main signal into the frequency domain, which 
can transform the time domain information in 
the original time series into the frequency do-
main information, using a set of complex num-
bers to represent the periodicity and frequen-
cy components of the original series. In DFT, 
the number of data points before and after the 
transform are the same, which is suitable for 
smoother time series [23]. For time series with 
large ups and downs, this algorithm is not able 
to show local variations efficiently and is prone 
to ignore local features. Agrawal et al. [24] 
proposed a method for initial transformation of 
time series using DFT, which utilizes trigono-
metric basis functions to achieve the mapping 
of time series to a lower dimensional space in 
the process of finding the similarity of the time 
series, and introduces a new binary tree to un-
derstand the similarity between layers based on 
new sequences. This method was shown to be 
efficient for large-scale datasets.
DWT can make up for the disadvantage of poor 
performance of local features of DFT. It can 
take into account the local features in the time 
domain and frequency domain and use signal 
processing methods to transform the time do-
main data into wavelet coefficients with the 
same length but with different values to ef-
fectively grasp the local information, which is 
better to application to the non-stationary time 
series. Most of the time series with financial 
backgrounds are non-stationary, and the appli-
cation of DWT is more valuable in this field 
than DFT [25].

2.3. Model-based Representations

Model-based feature representation is a method 
that describes the original time series data in a 
simplified way using some mathematical mod-
el. The method assumes that the original time 
series data is generated based on some math-
ematical model, and therefore the feature in-
formation in the time series can be constructed 
and extracted based on this mathematical mod-
el. Model-based feature representation methods 
can be applied to various types of time series 
data, and different mathematical models can be 

selected for feature representation according to 
practical needs. Commonly used model-based 
time series feature representation methods in-
clude methods based on statistical models and 
methods based on neural network models.
The main statistical model-based methods are 
based on Autoregressive Mode (ARM) [26], 
Orthogonal Polynomial Regression Analysis 
(OPRA) [27], Hidden Markov Model (HMM) 
[28], Kernel Model (KM) based feature repre-
sentation [29], etc. In addition, the feature rep-
resentation based on the Hidden Markov Model 
treats the time series as a sequence of obser-
vations generated by a Hidden Markov Chain. 
The time series are represented by modeling 
the Markov chain and based on the transfer and 
emission matrices. Statistical model-based fea-
ture representation can help people better un-
derstand and analyze time series data and pro-
vide a basis for subsequent data processing and 
application. In the face of massive, high-dimen-
sional and multi-source time series data, how 
to construct corresponding time series models 
for different time series data often requires the 
experience and knowledge of domain experts. 
At the same time, the time series data itself has 
certain special characteristics, such as long-
term dependence, periodicity, stochasticity, 
etc., and these characteristics also need to be 
fully considered in the process of data model 
construction. The model-based time series fea-
ture representation method extracts the features 
of time series data by building a mathematical 
model, which has the advantages of predictive 
ability and data smoothing. However, the meth-
od requires significant data assumptions, and 
parameter selection and model assumptions 
may affect the accuracy of the results, while the 
computational complexity is high. Therefore, 
such methods have some limitations.
With the development of computers, research-
ers have respectively proposed a series of neu-
ral network model-based methods for time se-
ries feature representation. For example, Wang 
et al. [30] utilized a variety of typical neural 
networks respectively to effectively perceive 
the temporal correlations embedded in the time 
series data and complete the temporal charac-
terization. Lin et al. [31] combined a traditional 
convolutional neural network model with a re-
current neural network in order to achieve an 
effective understanding of the main temporal 
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trends and temporal contextual semantic cor-
relations and to further enhance the model's 
representational capabilities. Zheng et al. [32] 
constructed a multi-channel deep convolutional 
neural networks (MC-DCNN) for multivariate 
time series feature representation, and utilized 
a multilayer perceptron for classification based 
on the results to further improve the classifica-
tion of multivariate time series. Wang et al. [33] 
proposed the DAFA-BiLSTM model, which 
can learn both linear and nonlinear features and 
learn nonlinear feature information from dif-
ferent directions while generating hierarchical 
feature representations. Although deep learn-
ing methods can learn features from large-scale 
data, they have relatively poor interpretability 
and transparency, require large computational 
overhead, are difficult to meet the traditional 
sense of downscaling the representation of time 
series, and have poor generalization ability, 
which is a limitation for financial time series.
The above research methodology still faces 
some problems and challenges in the segment-
ed representation of stock time series data. 
Traditional linear models and algorithms are 
often difficult to capture the nonlinear charac-
teristics and time variability of stock time se-
ries data well, resulting in less accurate analysis 
and forecasting results that cannot fully reflect 
the trend characteristics of stock prices. At the 
same time, stock time series data often contain 
a large number of data points, resulting in high 
computational complexity of some algorithms, 
which makes it difficult to handle large-scale 
data, thus affecting the efficiency of analysis 
and forecasting.

3. Algorithmic Process

3.1. Re-representation and Combination 
of Stock Time Series K-lines

A stock K-line chart is a type of chart that graphs 
the trend of stock prices by plotting data such as 
opening prices, closing prices, highs and lows 
over a certain period of time using elements 
such as rectangles and sub-sequences as the 
basic plotting unit. A K-line is a representation 
of how the price of a stock fluctuates at certain 
time intervals, as shown in Figure 1. 
In past studies, scholars were mostly accus-
tomed to using the most deterministic closing 
price for connecting the dots to derive a stock's 
movement. But from the basic meaning of the 
K-line, the opening and closing prices only 
have time significance, that is, a period of time 
at the beginning and at the end of the price of 
the stock, and the highest and lowest prices 
in a period of price fluctuations represent the 
maximum force of buyers and sellers, or ''Force 
Index''. Benjamin Graham, known as the ''fa-
ther of security analysis'' in the stock market, 
described stock prices as ''short-term voters, 
long-term weighing machines''.  Along these 
lines, the high and low prices represent the larg-
est number of votes in both directions, making 
them even more interesting to study. Therefore, 
in this study, the identification of extreme points 
is done by focusing more on the maximum and 
minimum price of the K-line. The K-line can be 
simplified into two patterns, up and down, as 
shown in Figure 2.

Figure 1. K-line expression of stock price.
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Definition 1: After the K-lines have been 
re-represented, it is necessary to make a judg-
ment about the positional relationship of adja-
cent K-lines. For two adjacent K-lines Ki-1, Ki, 
if it meets the requirements of Ki-1_max < Ki_max, 
Ki-1_min > Ki_min or Ki-1_max > Ki_max, Ki-1_min < 
Ki_min, then there exists a composition relation. 
If Ki-1_max > Ki-2_max, Ki-1_min > Ki-2_min, then re-
combine Ki-1, Ki into a new K-line K'i, use the 
larger highs and lows of Ki-1, Ki to correspond 
to K'i_max, K'i_min; If Ki-1_max < Ki-2_max, Ki-1_min 
< Ki-2_min, then recombine Ki-1, Ki into a new 
K-line K'i, use the smaller highs and lows of 
Ki-1, Ki to correspond to K'i_max, K'i_min.

According to Definition 1, four positional re-
lationships are obtained by combining the 
K-lines, as shown in Figure 3.

3.2. K-line Sequence Extreme Point 
Extraction

The purpose of extreme point extraction is to 
accurately identify extreme highs and lows of 
a stock trend in time series data in conjunc-
tion with stock market theory. These extreme 
points represent the highest and lowest levels 
of a stock price or index over a period of time. 

Figure 2. K-line representation.

(a) (b)

Figure 3. Processing inclusion relationship diagram.
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Based on the fractal market theory of stocks, we 
can apply the following logic to determine ex-
treme points in stock time series data: 1) For the 
top fractal, observe the highs in the three neigh-
boring K-lines, the middle one should have the 
highest high and the highest low, forming a top 
pattern, indicating that the uptrend may be end-
ing. 2) For the bottom fractal, observe the lows 
in the three adjacent K-lines, the middle one 
should have the lowest low and the lowest high 
to form a bottom pattern, indicating that the 
downtrend may be over. Therefore, this study 
proposes definition 2.
Definition 2: For a given piece of K-line se-
quence data, if there are three consecutive 
K-lines Ki-1, Ki, Ki+1. If Ki-1_max < Ki_max, 
Ki+1_max < Ki_max and Ki-1_min < Ki_min, Ki+1_min 
< Ki_min, then it is regarded as the extreme high 
point; if Ki-1_max > Ki_max, Ki+1_max > Ki_max and 
Ki-1_min > Ki_min, Ki+1_min > Ki_min, then it is re-
garded as the extreme low point.
Definition 3: K-Line sequence trend: There 
needs to be at least three separate K-lines be-
tween the extremes, with no extremes higher or 
lower than the starting extreme in between.
A stock price can only be called a trend if it ex-
hibits a characteristic of inertia, and a standard 
uptrend needs to fulfill two characteristics: The 
first is to start with an extreme low and end with 
an extreme high; the independent K-line that is 
neither of the three K-lines to determine the ex-
treme high nor the three K-lines to determine 
the extreme low, and the uptrend is the connect-
ing line from the extreme low to the extreme 
high; downtrend is to extreme highs to start, to 

extreme lows to end, at least one independent 
K-line between the two points, downtrend is 
the line from the extreme highs to the extreme 
lows, that is, the extreme highs to the extreme 
lows need to have at least five K-lines contin-
ue to run in one direction to be called trend, as 
shown in Figure 4 (a, b).
Based on the above description, it is clear that 
dealing with trends is similar to dealing with 
K-line composition relationships. An uptrend is 
inevitably followed by a downtrend. However, 
simple upward and downward movements do 
not fully satisfy the requirements of a trend. This 
study entails classifying the extreme highs and 
extreme lows of a trend into a standard uptrend 
or downtrend. This division can be viewed as a 
compositional relationship of trends, as shown 
in Figure 4(c).
Based on the constituent characteristics of a 
trend, we infer that an important sign in deter-
mining whether a trend is over is the emergence 
of a new trend, and that intervening K-lines that 
do not fall within the principles of the judgment 
do not constitute a trend. 
Definition 4: Extreme low combination Ki-1_min 
to extreme high combination Ki-1_max consti-
tutes an uptrend, but the next extreme low com-
bination Ki_min does not constitute a downtrend, 
and then the highest point of the extreme high 
combination Ki_max is higher than the highest 
point of the extreme high combination Ki-1_max. 
Then it is called the extreme high combination 
Ki_max which contains the extreme high combi-
nation Ki-1_max, and the uptrend becomes an up-
trend from Ki-1_min to Ki_max. Instead, it is called 

Figure 4. Trend Structure and Composition.

(a) (b) (c)
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extreme low combination Ki_min which contains 
extreme low combination Ki-1_min to form a 
downtrend from Ki-1_max to Ki_min.

Based on the constituent features of a trend, this 
study can infer that an important indicator of 
the end of a trend is the emergence of a new 
trend. In stock time series analysis, accurately 
identifying the extreme points of a trend is a key 
task. In practice, common methods include the 
use of technical indicators, trend lines, moving 
averages and other tools to identify and confirm 
trend extremes. However, due to the complex-
ity and volatility of the market, identifying the 
extreme points of a trend is not always an easy 
task and requires a combination of analytical 
tools and empirical judgment. Synthesizing the 
above definitions, this study proposes the seg-
mentation representation method KCTEP based 
on the extreme points of the trend of a stock 
K-line portfolio, as shown in Algorithm 1.

The implementation process of the KCTEP al-
gorithm consists of the following steps: 

Step 1. The stock time series data are 
smoothed to remove the effects of 
noise and mutation points.

Step 2. The extreme points of the trend are 
identified by calculating the local 
maxima and local minima within a 
certain period. 

Step 3. Turning points of the trend and the 
continuity of the trend are identified 
by comparing neighboring extreme 
points. 

Step 4. Based on the identified trend ex-
tremes, trend lines are plotted or other 
technical indicators are used for fur-
ther trend analysis. 

In order to show the principle of KCTEP al-
gorithm more clearly, this study obtained the 
K-line data of the SSE index from May 19, 

Input: a set of stock time series data D
D = D1, D2, …, Di
traversal round T, T = 1, 2, …, i
define variable dir, Used to indicate the direction of the current trend, Initialized to 0.
define functions find_extrema(data), where data is the input data array.
define an empty array extrema, used to store found extreme points.
Output: All trend extremes in D.
Iterate through the data array, for each data point data[i]:
   if i = 0 
      (i, data[i]) add to the extrema array and set dir to 1.
   then break
   if i is the last element of the array,
      (i, data[i]) add to the extrema array.
   if dir = 1,
      if data[i] <= price at previous extreme point,
         removes the previous extreme point from the extrema array and sets dir to -1.
      else 
         add (i, data[i]) to the extrema array.
   else dir = -1,
        if data[i] >= price at previous extreme point,
           removes the previous extreme point from the extrema array and sets dir to 1. 
        else
           add (i, data[i]) to the extrema array.
return extrema array

Algorithm 1. Pseudo-code of the KCTEP segmentation representation method.
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2021 to June 23, 2021 from Wind, with a to-
tal of 25 K-lines. Figure 5 shows the process of 
identifying the trend extreme points.

As can be seen in Figure 5, the KCTEP algo-
rithm is utilized to simplify the 25 K-lines in 
the time period into a 3-point representation, 
which greatly reduces the amount of data in the 
stock time series and lays the groundwork for 
other subsequent applications.

4. Analysis and Evaluation of  
Experimental Results

4.1. Experimental Process

4.1.1. Experimental Environment

In implementing the KCTEP algorithm, we 
chose a series of development components, and 
the specific choices of these components are 
shown in Table 1.

Figure 5. Trend extreme point extraction process.

Table 1. Experimental environment setting.

Name Configurations

CPU Intel(R) Core(TM) i7-8550U CPU @ 1.80 GHz   2.00 GHz

RAM DDR4 8 GB 2400MHz

Hard disk 128 GB Solid State Drive (Toshiba)

Operating System OS Windows 10 Home Edition 19043.1889

Programming Language Python3.5.0

IDE JetBrains PyCharm 2018.3.2

Toolkits Pandas NumPy et.al
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method, 72,653 extreme points were found us-
ing the PAA method while 35,914 key points 
were found using the KCTEP method. In order 
to measure the degree of dimensionality reduc-
tion for the original data, the data compression 
rate is chosen as the evaluation index and the 
calculation is shown in Equation 1:

(%) 100%wCR
m

= ⋅
                   

(1)

where m denotes the amount of data in the 
original time series, w denotes the number of 
key points after compression, and obviously, 
the smaller the compression rate the greater 
the degree of dimensionality reduction for the 
data. The compression rate was 11.51% for the 
uniform extreme point method, 5.83% for the 
PAA method, and 2.88% for the trend extreme 
point method used in this study. Figure 6 shows 
a schematic diagram of the data after approxi-
mation for the fourth quarter of 2021, (b) shows 
the original data, (a) shows the approximation 
results using the PAA algorithm, (c) shows the 
approximation results using the Absolute Ex-
treme Points algorithm, and (d) shows the ap-
proximation results of the KCTEP algorithm 
proposed in this paper. From the figure, it can 
be seen that the KCTEP segmentation represen-
tation method can better remove the noise data 
in the stock time series, and can retain the trend 
characteristics of the original data as well as de-
scribe the trend changes of the stock time series 
data with the minimum segmentation height, 
making it visually consistent with the trend of 
the original time series data, which proves the 
effectiveness of the KCTEP method.

4.2.2. Experiment 2 Results

Time series distance metric can intuitively re-
flect the degree of similarity between the se-
quence after feature representation and the 
original sequence, the smaller the distance 
metric, the better the fit between the sequence 
after feature representation and the original se-
quence, the better the original information of 
the time series can be retained. This experiment 
compares the advantages and disadvantages of 
the segmented representation of uniform ex-
treme points, the segmented aggregation ap-
proximation (PAA) method, the APCA method, 

4.1.2. Dataset

The FTSE China A50 Index contains the 50 
largest companies in China's A-share market by 
market capitalization, and its total market cap-
italization accounts for about 35% of the total 
market capitalization of A-shares. Many in-
vestment institutions consider the FTSE China 
A50 Index to be the most representative index 
of China's A-share market. The stocks included 
in the FTSE China A50 Index are representa-
tive of the Chinese stock market and more ful-
ly reflect the specifics of each sector. All daily 
K-line price data of the 50 stocks of FTSE Chi-
na A50 Index are exported using Wind to form 
a dataset from December 31, 1996 to December 
31, 2021, with a total of 321,761 pieces of data, 
and each piece of data includes the opening 
price, the closing price, the high price and the 
low price.

4.1.3. Experimental Program

Experiment 1: In order to easily see the effect 
of extreme point extraction, the dataset is com-
pared with the uniform extreme point method 
and the segmented aggregation approximation 
(PAA) extraction method using compression 
rate as an evaluation criterion using long time 
data and interval effects with different trends.
Experiment 2: The dataset was segmented us-
ing uniform extreme point segmentation rep-
resentation, segmentation aggregation approx-
imation (PAA), APCA method and the KCTEP 
method proposed in this paper, respectively, 
and the segmentation error was calculated us-
ing three distance metrics: Euclidean distance, 
plumb line distance and orthogonal distance, 
respectively, based on the number of trend ex-
treme point segments.

4.2. Analysis of Experimental Results

4.2.1. Experiment 1 Results

This study uses K-line data from stock data for 
the experiment. The original dataset totaled 
1,247,044 price data. At 5% level of signifi-
cance, 143,535 extreme points were statisti-
cally obtained using the uniform extreme point 
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and the three different distance measures (Eu-
clidean, orthogonal, and plumb line distances) 
in the KCTEP method proposed in this chap-
ter. The experiment uses the number of KCTEP 
method segments as the standard and calculates 
the average error on this number of segments 
as the basis for evaluation. The data of 000058.
SZ from September 1, 2021 to December 31, 

2021 is selected as the original data set for the 
experiment. Table 2 demonstrates the results of 
the quantitative comparison of the four meth-
ods in terms of distance. It can be seen that the 
KCTEP method outperforms the uniform ex-
treme point method, the PAA method and the 
APCA method in terms of vertical, Euclidean 
and orthogonal distance metrics.

Figure 6. Comparison of experimental results.

Table 2. Distance metric results.

Euclidean distance Vertical distance Orthogonal distance

The uniform extreme point 
method 890.2479 9.4815 10.1210

PAA method 896.4368 8.9652 11.3649

APCA method 889.6124 8.4286 9.2657

KCTEP method 867.9871 7.5140 7.7596
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As can be seen in Table 2, the Euclidean dis-
tance is much higher than the plumb line dis-
tance and the orthogonal distance. The reason 
for this phenomenon is that in the calculation 
of the distance from a point to a straight line, 
the Euclidean distance is primarily concerned 
with the sum of the distances to the two end-
points of the line and is affected by the length of 
the segment. Specifically, Euclidean distance is 
calculated by measuring the distance by calcu-
lating the Euclidean distance from a point to a 
straight line. However, since the Euclidean dis-
tance takes into account the sum of the distanc-
es of the two endpoints on a straight line, the 
Euclidean distance may be greater in the case of 
longer segment lengths. In contrast, perpendic-
ular and orthogonal distances focus more on the 
perpendicular distance from a point to a straight 
line and are not affected by segment length.

5. Conclusion

In this study, we found the trend extreme points 
based on K-line combinations by re-represent-
ing stock K-lines and re-combining them using 
the relationship between K-line charts. Based 
on this, we proposed a segmentation represen-
tation method of stock time series data based 
on the trend extreme points of K-line combi-
nations, KCTEP, and compared it with the uni-
form extreme point representation method, the 
PAA method, and the APCA method in terms 
of the evaluation indexes of the data compres-
sion rate and the segmentation error. KCTEP 
was compared with the uniform extreme point 
representation, PAA method and APCA method 
in terms of data compression rate and segmen-
tation error. The study reached the following 
conclusions:

 ● The segmented representation of stock 
time series data based on K-line combina-
tion trend extreme points (KCTEP) pro-
posed in this study significantly outper-
forms the uniform extreme points method, 
the PAA method, and the APCA method in 
all indicators. This means that the method 
proposed in this paper is able to compress 
the time series data while maintaining a 
low loss of information and is able to more 
accurately characterize the trend of the 
stock time series.

 ● The KCTEP method proposed in this study 
can capture trend characteristics more ac-
curately in stock time series analysis, pro-
viding investors with a more reliable and 
precise basis for decision-making. The 
results of this research are of great signif-
icance to the understanding of the stock 
market and investment decisions.

However, it is important to recognize the lim-
itations of this study. Our algorithm focuses 
on stock time series data, with the addition of 
adjustments and combinations of K-plots rela-
tive to other methods, with relatively high com-
putational complexity, and the computational 
complexity of large datasets needs to be further 
investigated. In addition, while our method im-
proves under different stock trend identifica-
tion, its performance in extreme cases needs to 
be tested more extensively.
Future research directions include further test-
ing of this method on high-frequency data or 
other stock datasets and indices to improve the 
generalizability of the performance method. In 
addition, integrating the method with machine 
learning models for trend prediction or improv-
ing its robustness to noisy markets are also im-
portant directions for future research.
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