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In the information age, patents are an important carri-
er of scientific research achievements. How to protect 
patents and effectively transmit them has become an 
important development measure in the current infor-
mation age. A big data-related patent retrieval tech-
nology based on filtering rules is proposed to address 
issues such as poor keyword and phrase retrieval 
positioning in patent analysis. This new technology 
combines multiple filtering and retrieval methods 
and builds a data storage and transmission system. 
The model achieved the best performance when the 
threshold was set to 100. The frequency of using 
the training set before and after keyword filtering 
increased by 10 and the frequency of using the test 
set before and after keyword filtering increased by 
16. The Euclidean distance of the research method 
decreased by 0.883 compared to other methods. The 
mean value increased by 0.1611 compared to other 
methods. The cosine value increased by 0.4300 com-
pared to other methods. Therefore, the new method 
has a better filtering effect on patent keywords com-
pared to other methods. This has a good guiding ef-
fect on the retrieval of big data-related patents.

ACM CCS (2012) Classification: Information systems 
→ Information retrieval → Retrieval tasks and goals 
→ Document filtering
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1. Introduction

When information technology develops, data 
grows exponentially. The generation and ac-
cumulation of massive data have made the 
processing and analysis of big data (BD) a hot 
research topic in academia and industry [1]. 
BD technology mainly manages, processes, 

and analyzes data effectively, enabling more 
useful data to quickly and accurately find rel-
evant patent information from massive data-
bases. Traditional patent retrieval methods 
often appear inadequate in the face of large 
amounts of data and complex retrieval needs. 
Therefore, more convenient and efficient BD 
retrieval technology has become a focus of 
current research [2]. As an important carrier 
of technological innovation, patents have sig-
nificant importance in terms of retrieval and 
analysis in science, technological research 
and development, market competition, and 
other fields [3]. Traditional patent retrieval 
methods mainly rely on keyword matching 
and classification retrieval, which suffer from 
low retrieval efficiency and low accuracy of 
results. As BD technology develops, the mag-
nitude and complexity of patent data continues 
to increase. Traditional methods are no longer 
able to solve problems such as patent search 
[4]. Filtering rules can perform preliminary 
screening of patent information in the BD en-
vironment, filtering out irrelevant or low cor-
relation data, thereby improving the efficiency 
and accuracy of retrieval. Based on this, a new 
patent retrieval method based on filtering rules 
is proposed and developed in this work. This 
new technology innovatively combines the ad-
vantages of multiple methods to enhance the 
search ability for patent keywords. The use of 
Django as the overall framework for data pro-
cessing can improve the data processing abili-
ty for filtered patent keywords.
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2. Related Work

Patent search is a technology that uses artificial 
intelligence to analyze and screen patent key-
words and patent data. In recent years, more 
and more different patent retrieval techniques 
have been applied to patent analysis and appli-
cation. Björkqvist et al. [5] proposed a graph-
based patent search engine to address the chal-
lenges of existing technology retrieval in patent 
writing and invalidation claims. This engine 
simulated the work of professional examiners 
through graph neural networks and novelty ci-
tation data from the patent office. Graph-based 
methods were an effective approach in patent 
retrieval, significantly improving retrieval ef-
ficiency and accuracy. Van Rijn et al. [6] pro-
posed a patent situation analysis method to 
enhance their understanding of the utility of 
patent information, which was used to outline 
the technical field and predict regulatory gaps. 
Patent situation analysis showed significant ef-
fectiveness in revealing scientific exploration, 
application status, and potential regulatory 
gaps. This helped biotechnology researchers 
to effectively retrieve and analyze relevant in-
formation, promoting the rapid launch of inno-
vative products. X. Han et al. [7] proposed a 
technology opportunity analysis method based 
on patent and trademark data to link technolo-
gy opportunities with commercial applications. 
By constructing a file-keyword matrix and cor-
relation network, potential technological op-
portunities were identified based on the exist-
ing technological foundation of the enterprise. 
The new method effectively identified techno-
logical opportunities in undeveloped business 
areas, providing validation for case studies of 
3D printing. W. Du et al. [8] proposed a pat-
ent transaction recommendation method based 
on a knowledge-aware attention bidirectional 
long short-term memory network to reduce the 
technology search cost for patent buyers. The 
new method captured sequential patterns in the 
company's historical records and designed at-
tention mechanisms for different technological 
interests. The new method outperformed the 
baseline in recommending patent transactions. 
The attention visualization of randomly select-
ed companies demonstrated the effectiveness 
of recommendations. F. Yu et al. [9] proposed 
a cross-domain technology recommendation 
method based on patent analysis to address the 

difficulty for designers to generate radical con-
cepts in new product development. This method 
summarized product functions through patent 
feature words. This method combined subject 
object structural similarity and functional sim-
ilarity to quickly extract cross domain technol-
ogies and conducted objective evaluations. The 
new method helped to break through design 
rigidity, providing radical concepts for new 
product development, which was successfully 
applied in peeling equipment projects. K. Song 
et al. [10] proposed a patent digitization sys-
tem framework that combined neutral language 
processing and machine learning techniques. 
This method aimed to improve the efficiency of 
technology trading and research and develop-
ment cooperation in industrial enterprises. This 
framework included patent recommendation, 
transferability assessment, and detection mod-
els. This system could effectively improve the 
efficiency of technology transactions, assist in-
dustrial enterprises in identifying relevant pat-
ents and positioning research teams.
In summary, for patent retrieval technology, 
more and more experts and scholars are using 
different artificial intelligence technologies to 
study patent applications and data retrieval. 
However, most of these methods can only be 
applied to specific fields. These methods also 
have limitations in terms of keyword filtering 
and extraction effectiveness. Therefore, the 
study aims to improve the retrieval ability of 
patent keywords and proposes a new patent fil-
tering data storage system by combining differ-
ent filtering methods.

3. Research Methodology

3.1. Big Data Patent Retrieval Method 
Based on Filtering Rules

In practical applications, when searching for 
patents, patent owners often abstract the infor-
mation of patents. This makes the entire BD 
patent search process more difficult. To this 
end, filtering rules are used to filter patent key-
words in patent search. The C-value method is 
utilized to screen patent phrases. Equation (1) is 
a phrase selection process [11].
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denominator in equation (4) is replaced, so that 
the total denominators increase by a new text 
amount on the original basis. When filtering 
patent phrases, it is assumed that the phrases 
appearing in the text exceed the current preset 
number. The phrase expression at this point can 
be represented by equation (5) [14].
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In equation (5), p refers to the occurrences of 
phrase sets in the text not less than the set thresh-
old. RBF-set is a text keyword obtained without 
filtering rules. pr refers to the total number of 
phrases that do not use filtering rules. px refers 
to a set of phrases that do not use filtering rules.  
C refers to the quantity of phrases in a phrase 
that exceeds a preset threshold. If the phrase 
situation after using filtering rules is better than 
that without using filtering rules, then the cur-
rent filter used is considered as a usable filter. 
Equation (6) is the situation where the phrase is 
better after use than before use [15].
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In equation (6), number(x) is the cumulative 
phrase frequency of the first phrase appearing 
in unfiltered phrases. wx is unfiltered phrases' 
weight. fc( px ) is the number of times a char-
acter appears in the phrase text. The weight is 
represented by equation (7).
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In equation (7), when the set of phrases that do 
not use filtering rules belongs to phrases that 
exceed the threshold, the phrase weight is 0.1. 
When the set of phrases that do not use filtering 
rules does not belong to phrases that exceed the 
threshold, the phrase weight is 0. At this point, 
the frequency difference between the phras-
es before and after filtering is represented by 
equation (8) [16].
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In equation (1), Cx is the patent keyword phrase 
obtained through screening. x is the phrase char-
acter to be filtered. Fx is the frequency at which 
the entire phrase appears in the vocabulary. Tx 
is a set of filtered phrase characters. N(Tx) is 
the total number of filtered phrases. Keywords 
and their phrases are filtered through C-value. 
Word2vec is utilized to complete the transfor-
mation of phrases and vectors. To improve the 
data statistics and analysis capabilities of the 
entire retrieval technology, the Term Frequen-
cy–Inverse Document Frequency (TF-IDF) is 
utilized as the data weighting method. Equation 
(2) is the TF-IDF regular phrase's weight [12].

tfidf = tfxy * xdfx                    (2)

In equation (2), tfxy represents the occurrenc-
es of the phrase x. idf is the number of times a 
document is retrieved in reverse. Equation (3) 
is the probability of a phrase [13].
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In equation (3), nxy represents the total proba-
bility of the occurrence of x in the correspond-
ing corpus. k is the total number of texts in the
corpus. 

1

k

ky
x

n
=
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of all phrases appearing in the total corpus doc-
ument. The times a document can be retrieved 
in reverse can be represented by equation (4).
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In equation (4), |D| represents the total num-
ber of retrieved texts in the total phrase library. 
| y; tx ∈dy | is the quantity of texts for all phrases. 
In practical operation, if the phrase does not ap-
pear in any text, that is, if the total text amount 
of the current phrase is 0, it will result in the 
variable of the denominator in equation (4) be-
ing 0. Therefore, to avoid this situation, when 
using filtering rules for BD patent search, the 
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In equation (8), D(x, a) represents the differ-
ence in the occurrences between the x-th and 
(x + Δx)-th phrases. By using filtering rules, dif-
ferent patent phrases can be retrieved and an-
alyzed. More critical phrase idiomatic corpora 
can be extracted from them. Figure 1 shows the 
BD patent retrieval under filtering rules.
From Figure 1, when conducting BD patent 
search, the process should first analyze the 
patents that need to be searched, obtain cor-
responding patent data, and obtain keywords 
and phrases that have not been searched. Fur-
thermore, the phrase data are filtered using the 
above filtering rules. A more comprehensive 
filter is designed to set filter thresholds and 
parameters. Secondly, the filtered data are sub-
jected to noise filtering to extract more useful 
data information. Finally, keyword and phrase 
data associated with ''BD'' are obtained based 
on relevant data.

3.2. Design of a Big Data Patent Retrieval 
System

Due to the use of filtering rules to retrieve pat-
ent phrases or keyword data, there is usually a 
situation of data redundancy. Therefore, in the 
analysis of BD patent search phrase data, the 
system should preprocess and analyze the data 
[17]. Figure 2 shows the BD patent retrieval 
system.
In Figure 2, the patent retrieval system consists 
of three main modules, namely data processing, 
keyword retrieval, and patent data integration. 
The data processing module is mainly respon-
sible for processing the retrieved data informa-
tion and removing the filtered and more com-
plex keyword data. The keyword search module 
is mainly utilized to search for keywords and 
phrases in patents, mainly using filtering rules 
for retrieval. The patent data integration module 

Figure 1. Big data patent retrieval process under filtering rules.

Figure 2. The big data patent retrieval system.
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Figure 3. Django framework processing.

mainly integrates the resources of the retrieved 
and filtered data and integrates the keywords 
quality. Django was used as the overall frame-
work system for patent data retrieval. Figure 3 
shows the Django framework processing.
In Figure 3, when using filtering rules for BD 
patent search, the system will issue a search re-
quest. After receiving a retrieval request from the 
system, the request will be sent to the intermedi-
ate file section, where it will determine whether 
to return the retrieval situation. If so, the request 
is directly mapped to enable it to be executed 
directly. If not, the request is first returned to the 
system data layer to determine if there are any 
data anomalies in the current request. If there is 
a data anomaly, the model's central component 

is reached, and it is determined whether to return 
the intermediate file section. If not, it is deter-
mined whether to directly return the intermedi-
ate file section. If it cannot be directly returned, 
the function is mapped to the intermediate file 
and the instruction is executed by executing the 
view. Figure 4 shows the retrieval process of the 
keyword retrieval module.
In Figure 4, when conducting patent keyword 
search, it should first obtain candidate BD pat-
ent data information for these keywords. Based 
on this data information, suitable BD patent 
keywords are concatenated. Based on the con-
catenated patent keywords, a list of patent can-
didates is recommended. Meanwhile, filtering 
and searching are performed by generating 
search formulas during recommendation. TF-
IDF is utilized during retrieval. A secondary 
search evaluation is conducted based on the 
search characteristics of the patent. Finally, it 
is determined whether the search results need 
to be filtered. If necessary, screening is carried 
out. If not needed, the search results are direct-
ly viewed. In data integration, patent data is 
sourced from BD sources. Therefore, the patent 
data retrieved throughout the integration cannot 
be directly stored. For this purpose, the study 
utilizes an IK tokenizer to store patent data. 
Figure 5 shows the patent data storage process.
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Figure 4. Keyword retrieval module retrieval process.

Figure 5. Patent data storage process.
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In Figure 5, after obtaining patent search data, 
the data information is first judged. It is deter-
mined whether the current patent data needs 
to be analyzed. If necessary, classification is 
made based on data such as patent owners and 
patent names. If not required, these data are di-
rectly divided by date. Then, a comprehensive 
system search engine and database are built 
for the partitioned data. To test the correlation 
changes of patents through the system, the Eu-
clidean distance, mean, and cosine values are 
calculated. Equation (9) is the Euclidean dis-
tance [18].
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In equation (9), ODk refers to the distance be-
tween two keyword vectors. n is the vector 
length. vy(k) is a similarity vector (c1, c2, c3). 
vy(θ) is the basic vector size. Equation (10) is the 
mean value.
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In equation (10), Mk refers to the vector's mean 
value. vx is the vector's element number. n is 
the filtered phrases number. Equation (11) is the 
cosine similarity [19].
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In equation (11), Ck is the cosine value of the 
calculated base vector and similarity vector, 
with values ranging from -1 to 1. The closer to 
1, the higher the model's similarity.

4. Results and Discussion

4.1. Verification of Model Filtering Effect

The training set includes encyclopedia style 
entries and content, article titles and abstracts, 
and article metadata to better train BD patent 
keywords. Chinese Wikipedia contains millions 
of articles. The total text may reach billions of 
characters. The training and test sets were di-
vided in a 4:1 ratio. According to the formula 
in the previous chapter, the parameter Δα = 10 
was calculated. The filtered keywords were 
set to 200. The Chinese Wikipedia dataset was 
utilized as the training set. The threshold rela-
tionship was compared with all phrase sets and 
filtered keyword sets in the document as pre-
sented in Table 1.
From Table 1, when filtering patent keywords 
and phrases, the model threshold increased, and 
the keywords of its patents decreased. When 
the threshold was set to 10, the model filtered 
out 3354 patent keywords. When the threshold 
was set to 20, the model filtered out 2684 pat-
ent keywords. When the threshold increased 
from 10 to 20, the filtered patent keywords de-
creased by 670. This indicated that the filtered 
keywords increased as the threshold increased. 
Chinese Wikipedia was utilized for patent key-
word training. Figure 6 shows the data variation 
graph obtained.
The larger the model's cosine value and mean, 
the better the similarity of the current key-
words and the better the filtering effect. From 
Figure 6 (a), when the threshold was 100, this 
model achieved the optimal cosine value of 0.95 
in the local range. At this point, the better the 
similarity of keywords, the more obvious the fil-
tering effect on keywords. The curve changes in 
the test set during cosine analysis were basical-
ly consistent with those in the training set, both 
reaching the optimal cosine value at a threshold 
of 100. From Figure 6 (b), the model's mean 
reached its highest value of 0.948 at a thresh-
old of 100. Therefore, when filtering data, the 
threshold needed to be set to 100. At this point, 
the keyword filtering ability and filtering abili-
ty of the entire model reached the optimal state. 
The occurrences of keywords before and after 
filtering were calculated based on changes in pa-
rameters and the keywords number, as shown in 
Figure 7.
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Table 1. Comparison of changes in patent keywords and phrases after filtering.

Threshold
Total patent 

phrase  
collections

Number of  
filtered  

keywords
Threshold

Total patent 
phrase  

collections

Number of  
filtered  

keywords

10 14982 3354 110 1956 987

20 9024 2684 120 1758 968

30 6564 2157 130 1648 935

40 5135 2013 140 1523 885

50 4248 1684 150 1425 845

60 3536 1602 160 1310 803

70 3015 1351 170 1212 726

80 2684 1245 180 1048 712

90 2354 1214 190 1035 698

100 2154 1084 200 1011 667

(a) Comparison of cosine similarity. (b) Mean comparison.

Figure 6. Comparison of cosine similarity and mean values in the dataset.
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From Figure 7 (a), during evaluation on the 
training set, the frequency of keywords appear-
ing before and after model filtering increased 
with the increase of keywords. When the key-
words were set at 200, the occurrences before 
model filtering reached 226. At this point, the 
filtered keywords appeared 236 times. There-
fore, the filtered keywords significantly in-
creased, with an overall increase of 10. From 
Figure 7 (b), during evaluation on the test set, 
there was a significant increase in the frequency 
of keyword occurrences before and after model 
filtering. Similarly to the training set, the fre-
quency of keywords appearing in the test set 
increased with the increase of keywords. When 
the model keywords were set at 200, the filtered 
keyword frequency reached 240. Compared to 
the 224 times before filtering, the frequency of 
keyword appearances increased by 16. There-

fore, filtering rules effectively increased the 
frequency of keyword occurrence, indicating 
that the research model effectively filtered and 
screened keywords.

4.2. System Performance Test Results

Different filtering and data extraction methods 
were compared and tested to test the actual sys-
tem performance. TF-IDF, Word2vec, C-value, 
and SegPhrase were compared and tested with 
the filtering rules used in this study. The co-
sine value, mean, and Euclidean distance were 
utilized as comparative parameter data. The 
smaller the Euclidean distance, the better the 
data effect. Also, the larger the cosine value and 
mean, the better the data effect. Table 2 shows 
the results obtained.

(a) Training set. (b) Test set.

Figure 7. Changes in keyword frequency before and after filtering.

Table 2. Comparison results of parameters for different filtering methods.

Model TF-IDF Word2vec C-value SegPhrase Filter-refinement

Euclidean  
distance 3.6851 3.6845 4.3652 4.0358 3.1528

Mean value 0.3658 0.4582 0.4368 0.4869 0.5269

Cosine value 1.2684 0.9236 1.3524 1.0365 1.3536
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filtering. This might be due to the poor system 
performance in extracting keywords from jour-
nals.

5. Conclusion

A new method for filtering patent keywords is 
proposed in this study, as most authors have 
unclear descriptions of patent keywords in pat-
ent analysis. Multiple data filtering methods 
were combined, and data processing and stor-
age modules were utilized. Then, a BD patent 
data processing system based on filtering rules 
was built. When filtering patent keywords and 
phrases, threshold settings could affect the fil-
tering effect. When the thresholds were 10 and 
20, the filtered keywords decreased by 670. 
In keyword similarity comparison, when the 
threshold was set to 100, the model perfor-
mance reached its best, and the cosine value 
was optimal at 0.95. The highest mean value 
also appeared at a threshold of 100, which was 
0.948. The frequency of keywords in the train-
ing set increased by 10 before and after filter-
ing. The frequency of keywords in the test set 
increased by 16 before and after filtering. In the 
comparison of different filtering models, the 
research method's lowest Euclidean distance 
was 3.1528, which was 0.883 lower than other 
methods. This research method's mean and co-
sine values showed good results among several 
methods. The highest mean value was 0.5269, 
an increase of 0.1611 compared to other meth-
ods. The highest cosine value was 1.3536, an 
increase of 0.4300 compared to other meth-
ods. Among different article keyword filtering 

From Table 2, the filtering rule used in differ-
ent data parameters comparison showed good 
testing performance. The minimum Euclidean 
distance value of the filtering rule was 3.1528, 
which was 0.883 lower than the maximum val-
ue of 4.0358 among several models. This re-
search method's mean value was 0.5269, which 
was 0.1611 higher than the TF-IDF with the 
lowest mean. This research model's highest co-
sine value was 1.3536, which was an increase 
of 0.4300 compared to Word2vec, which had 
the lowest cosine value. Therefore, this re-
search method had good filtering performance 
when considering the effects of different fil-
tering parameters, which might be due to the 
addition of more data filtering methods. To test 
the practical application effect of the model, 
the actual application of different patent key-
words after filtering was tested. A comparative 
analysis was conducted on different types of 
BD articles, as shown in Figure 8.
From Figure 8 (a), when comparing the filter-
ing effects of keywords before and after journal 
filtering, the frequency of keyword usage de-
creased with the increase of keywords. When 
a certain quantity was reached, the total times 
tended to be relatively stable. This might be due 
to the limitation of the number of keywords on 
this model's filtering effect. The frequency of 
keyword usage after system filtering was high-
er, with a significant improvement compared 
to the frequency before filtering. From Figure 
8 (b), the frequency of keyword usage in the 
journal also decreased with the increase of key-
words. However, the usage number after filter-
ing varied less compared to the number before 

Figure 8. Comparison of filtering effects before and after different types of articles.

(a) Patent. (b) Journal.
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effects, patent keyword filtering had a better 
filtering effect. Therefore, using filtering rules 
for patent keyword analysis and filtering has 
a good effect. Although some achievements 
have been made in the research, there are still 
some shortcomings. Subsequent research will 
explore how to improve the keyword filtering 
performance of different types of articles. In the 
future, research will also be conducted on how 
to reduce keyword duplication during filtering.
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