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In the era of big data, personalized book recommenda-
tions have become crucial for enhancing user satisfac-
tion and improving information retrieval efficiency. 
This study addresses the limitations of existing book 
recommendation algorithms by proposing a novel Hy-
brid Book Recommendation Algorithm Considering 
Different Preferences (HBRACDP). Our approach in-
tegrates Capsule Networks and Self-Attention Mech-
anisms to model both short-term and long-term user 
borrowing preferences. We construct separate mod-
els for these preferences and combine them using a 
controllable multi-interest network with label atten-
tion. Experimental results on the Goodreads dataset 
demonstrate the superiority of HBRACDP, achieving 
an accuracy of 0.984, recall of 0.987, and F1 score 
of 0.988 in ablation tests. In practical scenarios with 
1000 students, HBRACDP significantly outperformed 
traditional algorithms, with a recommendation accu-
racy of 97.89% and an error rate of only 0.08%. This 
study provides new insights for developing more ac-
curate and efficient big data recommendation systems 
in library services and beyond.
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1. Introduction

In the era of the rapid development of informa-
tion technology, people's material and spiritual 
lives have been greatly improved. However, as 
data volume increases, it becomes more diffi-
cult for people to process data. Therefore, big 
data technology is increasingly applied in peo-
ple's daily lives. While the big data industry has 
gradually become a strategic industry, the per-
sonalized recommendation systems have also 
attracted significant attention. 
Personalized recommendation systems have 
been gradually introduced in many fields, but in 
the library field, there are still many problems. 
Libraries store extensive book resources and as 
society advances, both the number of published 
books and the diversity of topics continue to 
grow. Therefore, libraries need to constantly 
update their collections, leading to an increase 
in the number of books each year. 
With the increasing number of information 
sources, managing library functions becomes 
more complex. When faced with a rich collec-
tion of books and materials, readers are often 
unable to choose the right or favorite books 
without specific needs. In this way, readers are 
often unable to get targeted personalized help, 
thus weakening the readers' ability to use the 
books effectively. Therefore, it is essential to 
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improve the availability and utility value of li-
brary resources to prevent more library resourc-
es from being unused and wasted. 
Recommendation systems can be used to an-
alyze the book borrowing records and user 
browsing records, mine the readers' interest 
in borrowing books, extract a large amount of 
original data and convert them into valuable 
information, and recommend the books in line 
with user preferences. However, at present, 
the library book recommendation systems are 
still in early development stages, relying on 
outdated algorithms, mainly based on read-
er evaluation and scoring records, and cannot 
accurately analyze readers' interests and hob-
bies, leading to less precise recommendations. 
Manual screening methods further contribute 
to an overwhelming volume of irrelevant data, 
requiring readers to spend more time finding 
suitable books. 
At the same time, current library book recom-
mendation systems also have problems such as 
limited functionality and user inconvenience. 
Therefore, delivering personalized and accurate 
recommendation services for users from mas-
sive book databases has become an important 
topic in the research field of information re-
trieval and recommendation systems [1-2]. 
The traditional Book Recommendation Algo-
rithm (BRA) mainly includes methods such as 
Collaborative Filtering (CF) and content-based 
recommendation. This type of method performs 
poorly in the face of cold start and data sparsity 
problems, and relies heavily on book attribute 
information, limiting flexibility in capturing 
changes in user interests [3-5]. 
Deep learning technology has shown strong 
capabilities in the field of recommenda-
tion systems, especially in handling complex 
high-dimensional data and capturing nonlin-
ear relationships. Capsule Network (CN), as 
an emerging neural network model, is seen as 
an improvement on traditional Convolutional 
Neural Network (CNN). At present, CN has 
achieved significant results in fields such as im-
age recognition with its unique dynamic routing 
mechanism and powerful feature representation 
ability. Self-Attention Mechanism (SAM) has 
also made breakthrough progress in natural lan-
guage processing in recent years. 

To avoid factors such as data sparsity affecting 
the recommendation accuracy, this study de-
signed a novel Book Big Data Recommenda-
tion Algorithm (BBDRA) that combines CN, 
SAM, and user borrowing preferences at differ-
ent times. The innovation of the research lies in 
the ability of CN to capture high-level features 
of books, while SAM can enhance the model's 
understanding of user behavior. By combining 
the two, more accurate recommendations can 
be achieved in complex book big data environ-
ments.

2. Literature Review

With the progress of the information industry 
and the Internet, various big data issues have 
gradually attracted wide attention, and recom-
mendation systems have also emerged. In terms 
of deep learning, regarding the issue of e-com-
merce product recommendation, Latha et al. [6] 
proposed a deep learning-based recommenda-
tion framework to enhance the sales of e-com-
merce websites. The proposed model achieved 
an average recall rate of 94.80%, a precision 
rate of 93.64%, and an accuracy rate of 96.92% 
on the Amazon product review database, which 
is superior to traditional CNN. 
Lin et al. [7] developed a service recommenda-
tion method based on deep neural CF to address 
the computational challenges of service recom-
mendation systems in handling distributed and 
multi-source big data resources and constructed 
a recommendation model using the cloud edge 
collaborative computing paradigm. This meth-
od had high recommendation accuracy. 
Chiranjeevi and Rajaram [8] propose a light-
weight deep learning-based recommendation 
system that generates recommendations through 
sentiment analysis of Twitter comments. First, 
the data collected from Twitter is cleaned, and 
then the pre-processed data is fed into a light-
weight deep-learning recommendation model 
to learn four categories of features. Finally, the 
model classifies the data into positive, negative, 
and neutral emotions based on the learned fea-
tures, and generates recommendations based on 
the classification results. Experimental results 
show that the model has excellent performance 
in terms of accuracy, accuracy, recall, F-value, 
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Through the combination of multi-layer percep-
tron and generalized matrix decomposition, the 
model first learns from group-item interaction 
and then combines metadata and item metadata 
for prediction. The experimental results show 
that the proposed method effectively alleviates 
the cold start problem in the group recommen-
dation. 
Bakariya et al. [15] proposed a facial expres-
sion recognition and music recommendation 
system based on CNN. The system analyzes 
the user's facial expressions to infer the mood 
and recommends music based on the mood. Ex-
perimental results show that the accuracy rate 
of this model is 73.02%, which effectively im-
proves the application effect of real-time facial 
recognition and sentiment analysis in music 
recommendation.
To summarize, many scholars have carried out 
research on various recommendation tasks, in-
cluding e-commerce recommendation, project 
recommendation, music recommendation, etc., 
with the primary goal of enhancing user satis-
faction and loyalty. However, the accuracy and 
recommendation results depend on the huge 
amount of user rating data. If the data is miss-
ing, data sparsity, cold start, and other problems 
will occur, which are difficult to overcome re-
lying solely on traditional recommendation al-
gorithms. 
Therefore, this research focuses on book rec-
ommendations by leveraging insights from 
readers' borrowing behaviors captured through 
mobile devices. User's borrowing behavior 
is categorized into short-term borrowing and 
long-term borrowing behavior. Short-term be-
havior includes users' recent reading records, 
borrowing records, and emotional records. 
Long-term borrowing behavior encompasses 
the user's long-term borrowing record. Using 
short-term borrowing behavior data to make re-
call recommendations improves the diversity of 
recall recommendation algorithm on the prem-
ise of ensuring the accuracy of recommenda-
tion. Combining both short- and long-term data 
in ranking recommendations, aims to address 
the problem of user interest drift. 
To tackle the traditional book recommendation 
algorithms' limitation in recognizing user inter-
est diversity, this study proposes a controllable 
fusion model that serializes diverse users in-

and error rate, especially in the Twitter dataset, 
achieving 95% accuracy. 
In the traditional recommendation system, 
Bhaskaran et al. [9] proposed an enhanced vec-
tor space recommender aimed at utilizing it to 
automatically track the interests, needs, and 
knowledge levels of learners. This study aimed 
to generate better recommendation lists by im-
proving content filtering and adjusting cosine 
similarity. The average absolute error value of 
the model ranged from 5.08% to 25.26%, and 
the accuracy was between 80% and 93%. 
Li et al. [10] proposed a sequence recommen-
dation framework based on the diffusion model 
DiffuRec. DiffuRec can reflect multiple user 
interests and multiple characteristics of a prod-
uct by representing the product as a distribu-
tion rather than a fixed vector. In the diffusion 
phase, DiffuRec represents the target commodi-
ty embedding as a Gaussian distribution, which 
is used to generate sequential commodity rep-
resentations and inject uncertainty. The com-
modity representation is then reconstructed to 
make predictions. Experimental results show 
that DiffuRec performs significantly better than 
traditional methods on the four data sets. 
In terms of mixed recommendation methods, 
in response to the cold start problem of tradi-
tional recommendation techniques, Wei et al. 
[11] designed a mixed probability multi-objec-
tive evolutionary algorithm in a multi-objective 
recommendation system, achieving effective 
optimization of conflict indicators. Wen [12] 
proposed a music feature extraction algorithm 
built on a mid-level feature structure to extract 
the underlying features of different music scene 
images. This algorithm had the highest recogni-
tion rate in indoor music scenes, about 87.6%. 
Ma et al. [13] proposed a user CF algorithm 
built on kernel methods and multi-objective 
optimization. This algorithm aimed to further 
improve the diversity and accuracy of systems 
by introducing kernel density estimation. The 
results of the Netflix dataset showed that the 
proposed algorithm has improved accuracy by 
5.6% and increased diversity.
Yannam et al. [14] proposed a group recom-
mendation method based on deep collaborative 
filtering to improve the recommendation effect. 
This method makes use of metadata for predic-
tion and alleviates the problem of sparse data. 



180 J. Liao and T. Li

terests for book recommendations. This model 
adopts a dynamic routing algorithm based on 
capsule network to identify multiple user's in-
terests by aggregating different historical be-
havior sequences into distinct sets. Each set is 
analyzed to learn specific interests, generating 
user vectors. A merging strategy based on us-
er-item similarity then aggregates these varied 
interests to rank the final recommended items. 
The research aims to further improve the accu-
racy rate of university book recommendation 
within the context of big data.

3. Research Methodology

To improve the book recommendation perfor-
mance of university libraries for different stu-
dents, this study not only deeply analyzed the 
book borrowing habits of university students at 
different stages, but also designed recommen-
dation algorithms to recommend suitable books 
for students.

3.1. Construction of a Long- and  
Short-Term Book Borrowing 
Preference Model

In short-term borrowing, assuming user u and 
each user's short-term borrowing book infor-
mation is L, L is used as the input sequence 
for the user's short-term preference model. Let 
the vector embedding dictionary matrix of the 
book be M ∈RL×d, where d denotes the dimen-
sion of vector embedding and R is the range of 
the matrix. According to the above definition, 
the Vector Embedding Matrix (VEM) expres-
sion for User Short-Term Borrowing Behavior 
(USTBB) is obtained as shown in equation (1) 
[16].

E = [ms1, ms2, ..., msL] ∈RL×d                 (1)

In equation (1), E is the VEM of USTBB. [ms1, 
ms2, ..., msL] is each vector in the matrix. To 
accurately predict the next real borrowing sit-
uation based on USTBB, this study introduces 
SAM and adds a positional VEM in E that can 
actively complete behavioral learning. This ma-
trix is denoted as P = [ p1, p2, ..., pL] ∈RL×d. At 
this point, the input matrix of SAM is equation 
(2).

X (0) = [x1, x2, ..., xL] ∈RL×d                 (2)

In equation (2), X (0) is the input matrix of SAM, 
and [x1, x2, ..., xL] are the vectors in X (0). In X (0), 
the initialized User's Short-Term Borrowing 
Preferences (USTBP) are shown in equation 
(3).

xl
(0) = msl + pl, l ∈[1, 2, ..., L]               (3)

In equation (3), xl
(0) is the initialized USTBP.  

msl represents the USTBB vector in the initial 
state. pl is the initialization weight in the adap-
tive mechanism. The output of the b-th block 
obtained by inputting X (0) into multiple over-
lapping self-attention blocks is defined in equa-
tion (4).

X (b) = SAB(b)(X (b-1)), b ∈[1, 2, ..., B]    (4)

In equation (4), X (b) and SAB(b) are the outputs 
and SAM of the b-th block. X 

(b-1) represents the 
output of the b-1-th block. Every time self-at-
tention blocks are applied, the data in the se-
quence is further abstracted and optimized. By 
recursively applying self-attention blocks to 
process and extract data, each layer of dynamic 
preferences of users can be better recognized.
In Long-Term Borrowing (LTB) behavior, due 
to different historical borrowing information 
having different weights, this study introduc-
es the Attention Mechanism (AM) to complete 
weight design [17]. In AM, ''query'' usually re-
fers to the current focus or target, used to re-
trieve and determine which parts from larger 
datasets are most relevant. The weight optimi-
zation is completed using ''query'', and the re-
assignment calculation process is equation (5).

y = LBA(E' ) = softmax(qs(E'W'K)T )E'W'V  (5)

In equation (5), the second E' represents the us-
er's long-term preference vector. The third E' is 
the long-term behavioral preference matrix of 
the input. W'K and W'V are two different weight-
ed key and value matrices. LBA(E' ) is a linear 
weighted combination based on E', which de-
termines the importance of each vector embed-
ding through AM. qs is a learnable parameter 
of AM, used to control the distribution of at-
tention weights. Adding a dropout network to 
the LTB preference model yields an input of 
yl = Dropout( y). By combining equation (5) and  
yl = Dropout( y), the LTB preference matrix can 
be obtained as Y ∈RL×d.
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3.2. Design of a Book Recall 
Recommendation Model Based on 
USTBB

Due to the fact that the embedding vector of 
unified user borrowing preferences cannot re-
flect multiple interests of users during a certain 
period of time, this study proposes a Control-
lable Multi-Interest Network with Label-At-
tention for Book Recommendation Model 
(CMINLA-BRM) that integrates diverse bor-
rowing behaviors of users based on USTBB. 
CMINLA-BRM can extract borrowing behav-
ior preferences from user short-term behavior 
sequences, retrieve candidate items, and then 
input the retrieved items into the aggregation 
module to calculate user preference similarity. 
The overall structure of CMINLA-BRM is il-
lustrated in Figure 1.
In Figure 1, the input of each sample can be de-
fined as a triplet, i.e., (Iu, Ou, Fu). Iu represents 

the historical behavior of user u. Ou represents 
other attribute features such as user code and 
user type. Fu represents other characteristics of 
the book, such as book code, book type, and 
collection location. The main task of the mul-
tivariate interest extraction layer is to learn the 
function that maps the original features to the 
user representation vector, as shown in equa-
tion (6) [18].

Vu = fuser(Iu, Ou)                  (6)

In equation (6), ( )1
, ...,

K d K
u uuV v v R ×= ∈
 

 is the rep-
resentation vector of user u. d represents the 
embedding dimension. K is the number of in-
terests of the user. fuser represents the mapping
function. The embedding vector function i'e



 of 
candidate book i' is equation (7).

( )i' item i'e f F=


                       (7)

Figure 1. Structure of CMINLA-BRM model.
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In equation (7), d K
ie R ×∈


, fitem is the pooling op-
eration of the embedding vector, and the rec-
ommendation is based on the maximum inner 
product Fi' of the candidate book and the user 
representation vector. In the book recall stage, 
this study uses multiple representation vectors 
to retrieve user interests and utilizes dynamic 
routing methods in CN to aggregate and clas-
sify user historical behavior. Books with strong 
relevance will be grouped together to repre-
sent a certain user interest. As a special form of 
CNN, CN has better feature recognition abil-
ity compared to traditional CNN. It can mod-
el the hierarchical relationships of data in a 
more structured way and deal with the matter 
of information loss that CNN may cause during 
pooling operations. The structures of CN and 
CNN are shown in Figure 2.
In Figure 2, in CN, a process called ''dynamic 
routing'' determines how information should be 
transmitted from low-level to high-level cap-
sules in the network. This mechanism replaces 
the pooling layer in traditional CNN, enabling 
the network to better maintain spatial hierar-
chical relationships and effectively identify 
different perspectives, sizes, and deformations 
of visual objects [19]. The dynamic routing of 

CN iteratively calculates the value of the inter-
est capsule through the initial capsule, treating 
the embedding vector of the user behavior se-
quence as the initial capsule   and the multivar-
iate user interests as the interest capsule  . The 
calculation process is defined in equation (8).

( ) ( )

|

|

ˆ

exp exp

j i ij i

j ij ij
i

ij ij ik
k

e W e

s c e

c b b

∧


=

 =

 =

∑

∑
              

(8)

In equation (8), ei is the initial capsule. Wij is the 
transformation matrix. |ˆ j ie  represents the predic-
tion vector. sj is the weighted sum of all predic-
tion vectors. cij is the coupling coefficient. bij is 
the logarithmic prior probability of i and j cou-
pling. By using nonlinear functions to compress 
short vectors towards 0 and long vectors slight-
ly below 1, the output vector of the interest cap-
sule can be obtained as shown in equation (9).

2

2( )
1

j j
j ij

jj

s s
v squash s

ss
= =

+            
(9)

Figure 2. Structure diagram of CNN and CN.

(a) Traditional CNN structure diagram.

(b) CN structure diagram.
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In equation (9), vj represents the output capsule. 
The output interest capsule matrix of user u is  

[ ]1, ..., d K
u KV' v v R ×= ∈ . After extracting the di-

verse interests of users, the similarity between 
interest capsules and candidate books can be 
calculated to evaluate the user's interest in spe-
cific books. The output vector uv



 of user candi-
date books is defined in equation (10).

( , , )

max( ( , ))

u i u u

T
iu u

v Attention e V V

V soft pow V e p

′

′

′=

′=

 



        
(10)

In equation (10), pow represents the exponen-
tial operation of each element. p' represents 
an adjustable parameter used to adjust atten-
tion distribution. When p' approaches 0, each 
interest capsule gains the same weight. When 
p' > 1 is reached, the weight obtained by points 
with larger values is proportional to the value 
of p'. After obtaining uv



, algorithm training can 
be carried out based on the provided training 
samples. After completion, multiple interest 

vectors of the user can be obtained, and each 
interest vector can retrieve multiple most rele-
vant candidate books.

3.3. Design of BBDRA that Integrates 
SAM with Different Borrowing 
Preferences

In the current BRA, due to the explosive 
growth in the number of books and user data, 
many traditional recommendation algorithms 
have drawbacks such as low computational ef-
ficiency, high computational costs, slow algo-
rithm operation, and poor user recommendation 
performance. Considering the diversity and dy-
namic characteristics of user interests, this study 
first starts with USTBB and LTB behavior and 
constructs two different book borrowing prefer-
ence models. Secondly, a novel BRA based on 
CMINLA-BRM is proposed, referred to as Hy-
brid Book Recommendation Algorithm Con-
sidering Different Preferences (HBRACDP). 
The overall structural framework of HBRAC-
DP is depicted in Figure 3.

Figure 3. Structural framework of HBRACDP.
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The HBRACDP framework in Figure 3 can be 
divided into three parts, namely the USTBP 
module, LTB preference module, and Long 
Short-Term Borrowing (LSTB) preference joint 
module. In the USTBP module of HBRACDP, 
the retrieval and recall of USTBP are mainly 
completed by CN and SAM. In the LTB module 
of HBRACDP, the long-term interest preferenc-
es of users are modeled by combining CN and 
AM. Finally, the user's LSTB preferences are 
combined to obtain the output vector through a 
gating function. 
When constructing a recommendation model, 
the selection of hyperparameters will affect the 
performance of the model. The main hyperpa-
rameters considered in this study include the di-
mension of the embedding vector, the number 
of attention heads, and the number of iterations 
of the dynamic route. First, the dimension of 
the embedding vector is selected as 128. This 
choice is based on common embedding dimen-
sion settings in the literature and combined with 
the size and number of features of this dataset. 
Using 128 dimensions enables striking a bal-
ance between model performance and com-
putational overhead. Secondly, the number of 
attention heads selected is 4. The multi-head 
attention mechanism allows the model to focus 
on different information in different subspac-
es, and four attention heads can improve the 
representation of the model while avoiding ex-
cessive computational complexity. Finally, the 
number of iterations of the dynamic route is set 
to 300. The dynamic routing mechanism is used 

for information transfer in the capsule network, 
and 300 iterations can achieve a good balance 
between performance and computational effi-
ciency.
In the HBRACDP algorithm, SAM plays a cru-
cial role in creating sequence models for differ-
ent user behaviors, thereby improving recom-
mendation accuracy. The structure of SAM is 
illustrated in Figure 4.
In Figure 4, the input sequence of SAM is first 
processed to generate three different sets of 
vectors, namely Query, Key, and Value. Firstly, 
each input element will be converted into these 
three types of vectors. Secondly, an attention 
score is generated by calculating the similarity 
between the Query and all Key vectors. These 
scores are then fed into a softmax layer, which 
will normalize the scores to make their sum 1. 
The score normalized through the softmax lay-
er is called an attention map, which is used to 
weight the value vector in order to focus more 
attention on the more relevant input parts. Final-
ly, these weighted value vectors are added up to 
form the final output, which captures the infor-
mation most relevant to the current query in the 
input sequence. Through this approach, SAM 
enables the model to focus on the most relevant 
part of the input sequence to the current task, 
thus enabling the final recommendation mod-
el to make appropriate book recommendations 
based on the user's reading preferences. The 
flow framework diagram of the whole big data 

Figure 4. SAM structure.
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recommendation algorithm with fusion CNN 
and attention mechanism is given in Figure 5.
The proposed algorithm in Figure 5 presents 
the book recommendation algorithm from the 
two stages of recall and sorting, respectively. A 
series of problems such as how to establish pro-
files for readers, how to provide readers with 
diversified and accurate recommendations, and 
how to reduce the sparse data and the interest 
drift of readers are analyzed and studied.

4. Results and Discussion

To demonstrate the effectiveness of the pro-
posed HBRACDP algorithm based on BBDRA, 
this study evaluated its benchmark performance 
and actual recommendation performance. In 
addition, the latest references in relevant fields 
are also introduced for discussion and analysis.

4.1. Data Preprocessing and Feature 
Selection

The algorithm was implemented using the deep 
learning framework PyTorch, with GPU accel-
eration to optimize network parameter updates. 

To maintain experimental consistency, all algo-
rithms in the study were executed within this 
framework. The experimental environment de-
tails are provided in Table 1.
The experimental dataset consists of borrowing 
records from a university library, covering read-
er activity during the second half of 2019. The 
dataset includes 20148 students in half a year 
and 672032 borrowing behavior records, with 
each student having at least 10 borrowing oper-
ation records. 
The dataset is divided into three parts: user data, 
library data, and borrowing behavior data. User 
data includes user ID, reader type, and reader 
grade. Book data includes book ID, book type, 
and library collection. Borrowing behavior data 
includes user history borrowing record, user 
recent book record, user recent stay location, 
and user borrowing emotion record. User emo-
tional records are obtained based on the aver-
age monthly retrieval frequency of books. The 
higher the borrowing frequency of the user, the 
higher the borrowing intention. The behavioral 
sequence cutoff length was 30 for each training 
sample.

Figure 5. Framework diagram of the proposed algorithm.
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dataset contains more than 2 million user rat-
ings and about 500,000 books. During data 
preprocessing, users and books with less than 5 
rating records were first removed, and the data 
was then divided into a training set and a test 
set in an 8:2 ratio. In addition, the user rating is 
standardized to improve the stability and effec-
tiveness of model training. Due to the fact that 
the final designed HBRACDP is composed of 
multiple parts, this study first conducts ablation 
testing on HBRACDP. Table 2 shows the de-
tailed results.

4.2. Results

4.2.1. Model Benchmark Performance Test

To verify the benchmark performance of BB-
DRA-based HBRACDP, this study chooses the 
publicly available dataset Goodreads as the ex-
perimental dataset. It includes user ratings for 
different books and various metadata related 
to books, which can evaluate the recommenda-
tion performance of algorithms. The Goodreads 

Table 1. Experimental environment.

Configure Parameter

Operating system Windows10

Processor Intel(R)Core(TM)i5-10210U CPU @1.60GHz 2.11 GHz

Internal memory 16GB

Integrated development tools Pycharm

Programming language Python 3.7

Skeleton frame Pytorch

Storeroom Numpy and Pandas

Table 2. Ablation test results of HBRACDP.

Model Precision Recall F1 value

CNN 0.856 0.867 0.862

CN 0.871 0.885 0.878

CNN+SAM 0.881 0.886 0.885

CNN+AM 0.891 0.883 0.887

CN+AM 0.912 0.925 0.923

CN+SAM  
(CMINLA-BRM) 0.945 0.938 0.941

CN+SAM+AM  
(HBRACDP) 0.984 0.987 0.988
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In Table 2, the HBRACDP algorithm combin-
ing CN, SAM, and AM structures has the best 
ablation test results, with the highest accuracy, 
recall, and F1 values of 0.984, 0.987, and 0.988. 
The performance of algorithms using separate 
CNN and CN structures is poor, with the lowest 
accuracy, recall, and F1 values of 0.856, 0.867, 
and 0.862. To avoid overfitting in the algorithm, 
regularization operations are performed on the 
HBRACDP algorithm before testing, and the 
results are shown in Figure 6.
In Figure 6(a), when dropout=0, the curve 
changes of HBRACDP in both sets are more 

oscillatory, and the loss function on the train-
ing set is lower, indicating overfitting of the 
model. In Figure 6(b), when dropout=0.4 is set, 
the changes in both curves are relatively stable, 
and the loss function is ultimately unified. The 
experiment selects Factorizing Personalized 
Markov Chains (FPMC), Long Short-Term 
Memory Network (LSTM), and Self-Atten-
tion Sequential Recommendation (SASRec) as 
comparative algorithms to test the iterative per-
formance of the four algorithms in the dataset, 
as shown in Figure 7.

(a) Loss curves without dropout regularization. (b) Loss curves using dropout regularization.

Figure 6. Comparison chart of loss training curves with and without dropout regularization.

Figure 7. Iterative performance of different algorithms in various datasets.

(a) Training set. (b) Test set.
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Figures 7(a) and (b) show the iterative curves 
of fitness values for the four algorithms in 
the datasets. HBRACDP has the best iterative 
performance in both sets. In the training set, 
HBRACDP only needs 228 iterations to reach 
a stable state, with a fitness of 0.17. In the test 
set, the algorithm can reach a stable state after 
182 iterations, and the fitness value in the stable 
state is 0.13. Figure 8 shows the PR curves of 
each algorithm for further testing on two data-
sets.
The PR curves in Figures 8 (a) and 8 (b) indi-
cate that the maximum AUC areas of FPMC, 
LSTM, SASRec, and HBRACDP in the train-
ing and testing sets are 0.73, 0.86, 0.91, and 
0.96, respectively. This indicates that HBRAC-
DP has the best recommendation performance 
in benchmark testing.

4.2.2. Model Application Effect Test

In addition to verifying the benchmark perfor-
mance of HBRACDP, this study also tested its 
practical application effectiveness. To ensure 
the existence of LSTB behavior, a total of 100 
students from a certain university with borrow-
ing records greater than 50 times in the past 
year were selected as the research subjects. The 
book recommendation performance of four al-
gorithms on 100 students was tested, as shown 
in Figure 9.

In Figure 9, N means the number of books rec-
ommended by the recommendation algorithm 
on the basis of the user's borrowing preferenc-
es for candidate books, and a larger N value 
indicates a higher recommendation value. In 
Figures 9 (a) and 9 (b), when the number of 
N is 70, the recommendation errors of FPMC, 
LSTM, SASRec, and HBRACDP are 0.34%, 
0.29%, 0.23%, and 0.06%, and the recommen-
dation accuracy is 78.5%, 83.8%, 86.9%, and 
97.2%. This is because the use of self-attention 
book sequence can fully tap the readers' short-
term interest preference information. It can ef-
fectively simulate the phenomenon of reader 
personalized aggregation in the book sequence 
recommendation, so as to improve the perfor-
mance of the recommendation. At the same 
time, using the gating function to calculate the 
similarity between candidate items and users' 
long-term and short-term interests to assign 
different weights on long-term and short-term 
interests, which can effectively weaken the 
impact of interest drift in sequence recommen-
dations, and thus improve the performance of 
recommendations.100 students were segment-
ed into LTB group and Short-Term Borrowing 
(STB) group, and the average recommendation 
time of four recommendation algorithms for the 
two groups of students is Figure 10.
In Figure 10, FPMC has the highest average 
recommendation time for LTB and STB stu-
dents, with values of 0.35 and 0.44. HBRACDP 

Figure 8. Comparison of PR curves of various algorithms.

(a) PR curves of the four detection  
algorithms in the training set.

(b) PR curves of the four detection  
algorithms in the test set.
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has the shortest average recommendation time 
for both groups of students, with values of 0.06 
and 0.02, respectively, while LSTM and SAS-
Rec fall between these two algorithms. This 
shows that the proposed sequence recommen-
dation model integrating long-term borrowing 
behavior is effective and feasible and can effec-
tively solve the problem of user interest drift. 
Combined with the user's offline borrowing be-
havior sequence, the proposed model uses the 
self-attention mechanism to effectively extract 
the user's short-term interest preference, fully 
excavates and extracts the user's short-term in-

terest preference, and makes up for the problem 
of sparse user borrowing records. Innovative 
use of a gating function to model users' long and 
short-term borrowing preferences, integrates 
users' long and short-term preferences, and ef-
fectively solves the problem of users' interest 
drift. In addition, the proposed model showed 
excellent recommendation performance in the 
comparison experiments with other benchmark 
models.
To better demonstrate the performance of the 
recommendation model in big data applica-
tions, the study expanded the sample size of 

Figure 10. Average recommendation time of four algorithms for two groups of students.

Figure 9. Error values and recommendation accuracy of four algorithms under different N values.

(a) Recommendation error of four algorithms. (b) Recommendation accuracy of four algorithms.
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the real-world application test to 1,000 college 
students with more than 100 borrowing records 
in the past year. The number of recommended 
books was set to 100, and the comparison of 
the performance of four recommendation algo-
rithms is shown in Table 3.
In Table 3, through the test results of 1000 col-
lege students, it can be seen that when the num-
ber of recommended books is 100, HBRACDP 
algorithm achieves the shortest recommenda-
tion time, the highest recommendation accura-
cy, and the lowest recommendation error, which 
is significantly better than the other three algo-
rithms. The recommendation time of HBRAC-
DP is as low as 0.09s, the recommendation 
accuracy is as high as 97.89%, and the recom-
mendation error is as low as 0.08%. In order to 
see the superiority of the research model more 
intuitively, the research visually compares the 
precision rate, recall rate, mAP and other data 
indicators of the traditional model and the re-
search model in the process of training the data 
set. The results are shown in Figure 11.

From Figure 11, it can be seen that both the pre-
cision and recall of the study model stabilized 
after 51 iterations, while the mAP stabilized af-
ter 25 iterations. Both the precision and recall 
of the traditional algorithm stabilized after 101 
iterations, and the mAP stabilized after 51 it-
erations. Compared with traditional algorithms, 
the proposed model is more efficient and accu-
rate.

4.3. Discussion

To improve the performance of traditional BRA, 
this study designed a BBDRA-based HBRAC-
DP that combines CN and SAM and tested its 
performance. Compared with the multi-mod-
al deep learning framework proposed by Li Y 
et al. [20], which combined image processing 
and text analysis, although this framework per-
formed well on multi-modal data, it performed 
poorly when facing single text data. However, 
HBRACDP not only improved the accuracy of 
feature extraction but also enhanced the mod-
el's understanding of user behavior. 

Table 3. Recommendation effects of different models.

Recommendation model Recommended time/s Recommended accuracy 
rate/% Recommended error/%

FPMC 0.38 82.36 0.62

LSTM 0.26 87.43 0.48

SASRec 0.22 91.25 0.29

HBRACDP 0.09 97.89 0.08

Figure 11. Comparison results of different parameters.

(a) Precision. (b) Recall. (c) mAP.
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In the experiment, the HBRACDP algorithm 
performed the best in ablation testing, with ac-
curacy, recall, and F1 values of 0.984, 0.987, 
and 0.988, significantly better than models us-
ing CNN or CN alone. In addition, HBRACDP 
also exhibited excellent iterative performance 
in both training and testing sets. On the training 
set, HBRACDP only needed 228 iterations to 
reach a stable state with a fitness value of 0.17. 
In the test set, it only needed 182 iterations with 
a fitness value of 0.13. In contrast, the person-
alized book recommendation system proposed 
by Sarma D et al. [21] used algorithms based 
on CF and machine learning. Although it has 
improved in handling user preferences, it lacks 
in handling large-scale data and addressing data 
sparsity issues. 
In practical application testing, HBRACDP 
showed significantly better book recommenda-
tion performance than other algorithms for 100 
students. When N=70, the recommendation er-
ror of HBRACDP was the lowest, only 0.06%, 
and the recommendation accuracy was the 
highest, reaching 97.2%. In the average recom-
mendation time tests of LTB and STB students, 
HBRACDP's recommendation times were 0.06 
and 0.02, which were much lower than other 
comparative algorithms. This indicates that the 
HBRACDP algorithm not only performed well 
in benchmark testing, but also could quickly 
and accurately complete recommendation tasks 
in practical applications.
The proposed HBRACDP algorithm shows 
superior performance in the book recommen-
dation task. However, compared with other 
algorithms, its computational complexity and 
resource requirements are higher. The HBRAC-
DP algorithm combines CN and SAM, both of 
which require a lot of computational resources 
in the process of model training and prediction. 
CN's dynamic routing mechanism and SAM's 
multi-head attention mechanism increase the 
expressiveness of the model, but also signifi-
cantly increase the computational complexi-
ty and memory consumption. In contrast, the 
traditional FPMC and LSTM algorithms have 
lower computational complexity and resource 
requirements and are more suitable for han-
dling small-scale data sets and simple recom-
mendation tasks. 

In addition, although the HBRACDP algorithm 
has excellent performance in recommendation 
accuracy and time, it still has some limitations. 
First, high computational complexity and re-
source requirements may limit its popularity 
in large-scale practical applications. In future 
research, model pruning, knowledge distilla-
tion, and quantization techniques can be used 
to optimize the algorithm, reduce the compu-
tational overhead, and improve the inference 
speed. Secondly, the current algorithm mainly 
relies on borrowing behavior data of users. In 
the future, multi-modal data fusion technology 
can be introduced to further improve the recom-
mendation effect by combining the information 
of users' social relations and interest labels.
In summary, HBRACDP has demonstrated 
strong capabilities in processing large-scale 
book data and capturing user behavior, pro-
viding new technical support and optimization 
ideas for university book recommendation. The 
disadvantage of the current research is that the 
evaluation index of the recommendation algo-
rithm is not unified in the industry, and whether 
the book diversity evaluation index used in the 
research conforms to the actual situation still 
needs to be tested. In addition, the research re-
gards the user's borrowing behavior directly as 
the user's interest, but in fact, the potential in-
terest cannot be fully reflected by the displayed 
behavior. Therefore, how to design an index 
that can evaluate both accuracy and diversity is 
one of the future research directions. In future 
research, it is necessary to make a more full and 
in-depth analysis of the possible negative feed-
back information in the user behavior series.

4.4. Actual Impact

Handheld reading has become a popular hab-
it among young people, making personalized 
book recommendation systems valuable for 
enhancing library services. Such systems can 
proactively suggest books that match readers' 
interests, reducing the idle time of less popular 
books and increasing the reuse rate of library 
collections. While most colleges and univer-
sities have digitized their libraries, offering 
features like precise, fuzzy, and categorized 
searches as well as popular book lists, these 
systems still require users to input specific 
search information. They lack the ability to 
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provide personalized, diverse, and intelligent 
recommendations based on user characteristics 
and preferences.
Compared with a digital library, a smart library 
can fully perceive users' needs and actively pro-
vide users with personalized and intelligent ser-
vices. For instance, e-commerce platforms use 
real-time click records, collections, and ratings 
to predict users' purchasing likelihood. Howev-
er, university libraries often lack book brows-
ing, click, and rating data, relying instead only 
on users' borrowing, search records, and basic 
user information. With advances in wearable 
devices and data storage, using readers' offline 
borrowing behavior information combined with 
historical data and extensive book information 
to provide personalized book recommendations 
is now feasible. 
In the big data environment, wearable devices 
like smartphones and smartwatches can collect 
comprehensive user-book interaction data, such 
as borrowing location, browsing and copying 
information, and emotional information. In 
addition, Libraries also maintain vast knowl-
edge resources and valuable borrowing data 
for teachers and students. This study combines 
these behavioral insights into a book recom-
mendation system, creating personalized and 
diversified intelligent book recommendations 
that align with users' unique characteristics and 
preferences.

5. Conclusion

This study sets out to address the limitations of 
traditional book recommendation algorithms 
in the context of big data. We proposed the 
HBRACDP algorithm, a novel approach that 
integrates Capsule Networks and Self-Atten-
tion Mechanisms to model both short-term and 
long-term user borrowing preferences. Our al-
gorithm demonstrated superior performance in 
both benchmark tests and practical applications. 
In benchmark testing, HBRACDP significantly 
outperformed existing methods, achieving high 
accuracy (0.984), recall (0.987), and F1 value 
(0.988). More importantly, in real-world appli-
cations with 1000 university students, our algo-
rithm showed remarkable efficiency and accu-
racy, with a recommendation time of just 0.09 

seconds, an accuracy rate of 97.89%, and an er-
ror rate of only 0.08%. These results underscore 
the potential of HBRACDP to revolutionize 
book recommendation systems in university li-
braries and beyond. By more accurately captur-
ing user preferences and efficiently processing 
large-scale data, our algorithm can significantly 
enhance user experience and resource utiliza-
tion in digital library systems. 
However, it's important to note that the com-
putational complexity of HBRACDP may 
present challenges for implementation in some 
contexts. Future research should focus on opti-
mizing the algorithm's efficiency, exploring its 
applicability in diverse recommendation sce-
narios, and investigating ways to incorporate 
additional types of user data while maintaining 
privacy. In conclusion, HBRACDP represents a 
significant step forward in big data recommen-
dation systems, offering new possibilities for 
personalized and efficient information retrieval 
in the digital age.
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