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Ensuring both the accuracy of vehicle target detec-
tion and meeting real-time requirements is crucial in 
traffic videos. The YOLOv5s target detection frame-
work, known for its accuracy and efficiency, has at-
tracted attention in academic circles. However,  there 
are still some features that can be optimized. First of 
all, the detection subnet of the YOLOv5s framework 
cannot smoothly convert complex feature maps into 
relatively sparse target prediction boxes. To solve this, 
we integrate a self-attention-based gating mechanism 
into the detection subnet, forming the YOLOv5s-SAG 
network. Secondly, the loss function of CIoU used by 
YOLOv5s pays insufficient attention to the overlap-
ping area of the detection frame, which can be used 
as metric for measuring target detection effectiveness. 
We add the loss term of area ratio to CIoU to further 
improve the modeling ability. Finally, the current 
multi-class Non-Maximum Suppression algorithm can 
cause high overlap of multi-class detection frames. To 
improve it, we propose a multi-class CS-NMS algo-
rithm based on category suppression. Experimental 
results show an approximately 8% improvement in the 
mAP50 index on the UA-DETRAC dataset compared 
with YOLOv5s. The proposed algorithm also achieves 
better detection results compared to mainstream target 
detection algorithms and meets the real-time require-
ments of traffic video analysis.

ACM CCS (2012) Classification: Computing method-
ologies → Artificial Intelligence → Computer vision  
→ Computer vision problems → Object detection
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1. Introduction

Vehicle target detection refers to the rapid and 
precise acquisition of vehicle location and type 
information in traffic videos, which is a specif-
ic application of target detection algorithms for 
vehicle targets. As an advanced application of 
computer vision, target detection aims to find 
specific targets in image information and pro-
vide their locations. 
In the actual traffic video scene, vehicle target 
detection can provide technical support for au-
tomatic driving, provided that vehicle target 
detection and automatic driving must be syn-
chronized. Therefore, the detection algorithm is 
required to satisfy the requirements of both de-
tection accuracy and real-time detection speed. 
In recent years, related algorithms for target 
detection can roughly be divided into two main 
types: detection algorithms based on traditional 
machine learning and those based on deep con-
volutional neural networks. 
Traditional machine learning algorithms main-
ly divide the image into specific regions, per-
form feature extraction, and finally construct a 
classification model to determine whether the 
target exists and its specific type [1]. Early al-
gorithms first used a fixed window to traverse 
each region of the image and then judged the 
target for each window. This type of algorithm 
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Backbone module, which is composed of CBS, 
C3, and SPPF submodules. 
The CBS module is composed of a Conv lay-
er, a BatchNorm layer, and a SiLU activation 
function. The C3 module is composed of sev-
eral Conv layers, using bottleneck feature ex-
traction [21] and residual connection [22] to 
obtain deep image features. The SPPF module 
integrates the above information using feature 
pyramid technology. The Head layer uses an 
FPN + PAN [23] network structure to deeply 
fuse the features, and its composition modules 
mainly consist of CBS and C3. The Detection 
module is responsible for outputting grid data 
of different scales. Since the channel numbers 
of grid data at different scales are different, a 
1 × 1 Conv layer is used before each grid data 
output layer to adjust the channel number to the 
required number for detection features.

2.2. YOLOv5 Target Detection Loss 
Function

The loss function of YOLOv5 network training 
consists of calculating the sum of target classi-
fication loss, target confidence loss, and target 
bounding box location loss. Both target classifi-
cation loss and target confidence loss generally 
use cross-entropy loss function. The calculation 
methods are shown in formulas (1) and (2), re-
spectively.

1. On the basis of the original YOLOv5s net-
work structure, we integrate the threshold 
module based on the self-attention mech-
anism and propose the YOLOv5s-SAG 
network structure to enhance the effect of 
target detection;

2. We improve the CIoU bounding box loss 
function and propose a vehicle target de-
tection loss function integrating the bound-
ing box area ratio (AIoU), thereby enhanc-
ing the network's predictive ability of the 
target box position;

3. We improve the defects of the multi-cat-
egory non-maximum suppression (NMS) 
algorithm in multi-category target de-
tection and propose a category-suppres-
sion-integrated non-maximum (CS-NMS) 
target box screening algorithm to enhance 
the screening ability of detection boxes.

2. Related work

2.1. YOLOv5s Network Model

The YOLOv5s network model is a lightweight 
model in the YOLOv5 version that can be used 
for real-time target detection tasks.  Its network 
structure is shown in Figure 1. The network is 
composed of Backbone, Head, and Detection 
modules. The input image first goes through the 

has a series of shortcomings such as long com-
putation time, high overhead, and difficulty in 
adapting fixed windows to targets of different 
sizes. 
To solve these problems, Uijlings et al. [2] pro-
posed a non-fixed region selection algorithm, 
which divides the image into uneven regions 
according to specific rules, and filters the de-
tection feature frames through the feature simi-
larity of adjacent regions, greatly improving the 
efficiency of target detection. 
For target feature extraction, many feature ex-
traction techniques commonly used in image 
processing, such as wavelet decomposition [3], 
integral graph features [4], scale-invariant fea-
tures [5], and directional gradient histogram 
features [6], have been applied to the field of 
target detection and achieved relatively good 
detection results. Classification models mainly 
classify the relevant features of the target and 
determine the category of the target. Common 
classification algorithms such as support vector 
machines are the most common classification 
algorithms. 
However, traditional machine learning algo-
rithms have relatively low detection efficiency, 
relatively poor robustness, and relatively high 
dependence on the environment for detection 
effectiveness, so they cannot meet the real-time 
vehicle detection requirements in different en-
vironments for traffic videos. With the contin-
uous development of deep learning technology, 
especially deep convolutional neural networks 
in computer vision tasks, detection algorithms 
based on deep convolutional neural networks 
have gradually replaced traditional machine 
learning target detection algorithms due to their 
faster inference speed, higher robustness and 
environmental adaptability, and have received 
widespread attention in the field of target de-
tection. 
Deep learning-based target detection algorithms 
can be divided into two-stage target detection 
algorithms and single-stage target detection 
algorithms depending on the training method. 
Two-stage target detection algorithms prepro-
cess the image, extract the candidate regions of 
the target, and then use CNN to perform target 
feature detection and classification operations 
on the candidate regions. This method has rela-
tively high precision, but involves preprocess-

ing operations, so the efficiency is relatively 
low. Typical two-stage target detection algo-
rithms include SPP-Net [7], R-FCN [8], Faster 
R-CNN [9], Mask R-CNN [10], etc. 
Single-stage target detection algorithms direct-
ly use CNN to extract features from images 
as well as perform target detection and classi-
fication operations. The detection efficiency 
is relatively high, but the detection precision 
is relatively weak. Typical single-stage target 
detection algorithms include SSD [11], YOLO 
[12–15], RetinaNet [16], YOLOX [17] etc. 
In recent years, the YOLO algorithm has un-
dergone multiple iterations and improvements, 
and its target detection accuracy has been great-
ly improved, attracting widespread attention 
in academia and industry. YOLOv5 uses CSP-
Darknet53 as its backbone network, which has 
strong feature extraction ability and computa-
tional efficiency. 
Moreover, a series of  Intersection over Union 
(IoU)  based target bounding box loss functions 
were used for model training. Rezatofighi et al. 
[18] and others proposed the Generalized In-
tersection Over Union (GIoU) based on IoU to 
solve the drawback that IoU cannot accurately 
reflect the size of the overlap between target 
and detection boxes. Zheng et al. [19] and oth-
ers put forward DIoU loss and CIoU loss based 
on IoU respectively. DIoU introduces the dis-
tance between the center point of the target box 
and the detection box on the basis of IoU, which 
effectively solves the problem that GIoU makes 
it difficult to play its role due to the overlap of 
the target box and the detection box. CIoU in-
troduces the length-width ratio of the target box 
and detection box on the basis of DIoU, which 
can achieve faster convergence speed and bet-
ter detection effect. YOLOv5s can achieve ex-
cellent detection results with little inference 
time, which makes the algorithm suitable for 
real-time traffic video vehicle detection tasks. 
This article applies the lightweight YOLOv5s 
network framework in the YOLOv5 [20] target 
detection algorithm to the task of vehicle target 
detection, proposes a vehicle target detection al-
gorithm based on improved YOLOv5s, and im-
proves the accuracy of vehicle target detection 
on the basis of ensuring the original YOLOv5s 
detection efficiency. The main contributions of 
this paper are as follows. Figure 1. YOLOv5s Network structure.
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Backbone module, which is composed of CBS, 
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for candidate box screening. NMS generally 
uses IoU as the index to measure the similarity 
of candidate boxes. The algorithm deletes can-
didate boxes with IoU higher than γ1.

Input: B, S, γ1

Step 1: Get the index list of B, denoted as I, and create 
a new list K.

Step 2: If the length of I is greater than 0, otherwise 
exit the program and return K.

Step 3: Get the last element i of I and add it to K.
Step 4: If the length of I is 1, the program exits and 

returns K.
Step 5: Divide B into two groups according to the 

index i: the element b1 corresponding to the 
index i and the remaining elements b2.

Step 6: Calculate the IoU of each element in b1 and b2 
separately, denoted as IoU.

Step 7: Retain the indices in IoU that are less than γ1, 
denoted as idx.

Step 8: Assign idx to I and return to step 2.

Algorithm 1. Non-Maximum Suppression Algorithm.

Multi-class NMS algorithm can effectively 
suppress redundant candidate boxes and select 
as many suitable candidate boxes as possible 
as detection frames, so it is suitable for filter-
ing the output of the YOLOv5 model. Howev-
er, the multi-category NMS algorithm does not 
filter the candidate boxes of different catego-
ries, which could lead to the situation that the 
same object is marked as two categories and 
the detection boxes are very close. This situ-
ation is particularly common in vehicle target 
detection because different types of vehicles 
are similar.

3. Proposed Method

3.1. YOLOv5-SAG Vehicle Object 
Detection Algorithm with Fused  
Self-attention Gate

The output of the YOLOv5s [20] network is 
transformed from the complicated image fea-
ture layer to the target position detection layer 
through a simple 1×1 convolution layer. How-
ever, this method encounters two issues. First-

ly, the dimension of the data before transfor-
mation is high, and it is not enough to simply 
use a convolution layer for channel reduction. 
These features should be further processed. On 
the other hand, compared to image features, 
the output detection box features should be 
''sparse''. A gating mechanism can be added to 
filter the output data. Based on this, this arti-
cle improves the YOLOv5s network, that is, a 
self-attention gating feature processing layer 
is added before the final detection box output 
to form the YOLOv5s-SAG structure. The net-
work structure of YOLOv5s-SAG is shown in 
Figure 2(a). 
Based on the original YOLOv5s network, a 
SAG module is added before each of the three 
feature output layers. As shown in Figure 2(b), 
the SAG module first passes the feature map 
through a 1×1 convolution layer for channel 
reduction. The data between channels is irrel-
evant, so the subsequent convolution layers of 
the SAG module are all deep-wise separable 
convolutions [25]. Then the feature map goes 
through a gating unit, which consists of two 
parallel branches composed of 1×1 and 3×3 
depth convolution layers. One of the branches 
then goes through a sigmoid function for gat-
ing coefficients, and the product of these coef-
ficients and the output of the other branch are 
passed through a 1×1 deep convolution layer to 
get the final result. The 1×1 convolution layer 
is used to adjust channels from the feature map 
to the model's output. The deep-wise separable 
convolution layer is mainly used to further ex-
tract the information from each channel. The 
gating mechanism is mainly realized by the 
sigmoid function, which can filter information 
by configuring weights. Suppose the input of 
SAG is x ∈ RC×H×W, then the output of SAG can 
be obtained by formula (9). Where * represents 
two-dimensional convolution,  represents dot 
product.

( ) ( ){ }2 1 1 2 1y W W x W xσ= ∗ ∅ ∗ ∅ ∗  

  
 (9)

Compared with the simple 1×1 convolution lay-
er, the SAG module can filter and transform the 
picture representation information better by in-
troducing the self-attention gating mechanism, 
and then output the results that are more suit-
able for the characteristics of the target boxes.
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The target bounding box loss function main-
ly measures the difference between the de-
tected bounding box and the actual bounding 
box. Initially, Intersection over Union (IoU) 
was used, which couldn't accurately measure 
the loss when the detection frame and the real 
frame did not overlap. Rezatofighi et al. [18] 
and others proposed a Generalized Intersection 
Over Union (GIoU) based on IoU, as shown in 
formula (3).

c

c

A uGIoU IoU
A
−

= −
              

 (3)

GIoU has the shortcomings of slow conver-
gence and inaccurate regression. Zheng et al. 
[19] and others put forward DIoU loss and 
CIoU loss based on IoU respectively. DIoU 
adds factors such as the ratio of the distance 
between the center points of the detection box 
and the real box to the diagonal of the minimum 
circumscribed rectangle on the basis of IoU, as 
shown in formula (4).

( )2

2

, gtb b
DIoU IoU

c
ρ

= −
            

 (4)

Where ρ2(b, b 
gt ) represents the Euclidean dis-

tance between the center points of the detection 
box and real box, and c2 represents the diagonal 
distance of the minimum circumscribed rectan-
gle of the detection box and real box.
On the basis of DIoU, CIoU incorporates the 
length-width ratio of the detection box and the 
real box, as shown in formula (5).

( )2
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c
ρ 
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Where ∂v represents the length-width ratio of 
the detection box and real box, and the calcula-
tion methods of v and ∂ are shown in formulas 
(6) and (7), respectively.

2

2
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 (6)
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IoU v
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Here, ∂v represents the length-width ratio of 
the detection box and the real box. w, h, w 

gt, 
h 

gtt respectively represent the width and height 
of the detection box and the real box. The loss 
function of CIoU is shown in formula (8).

LCIoU = 1 - CIoU                 (8)

2.3. Multi-category Non-Maximum 
Suppression (NMS) Target Box 
Screening Algorithm

The output of the model includes candidate box-
es at different scale resolutions. At this time, a 
screening algorithm is needed to select appro-
priate detection boxes from the candidate boxes 
as the prediction results. Candidate box screen-
ing algorithms [24] generally use non-maxi-
mum suppression algorithms. Non-maximum 
suppression algorithms retain detection boxes 
with maximum confidence and delete those de-
tection boxes that are similar to the maximum 
confidence detection box and have lower con-
fidence than the maximum, thereby achieving 
the purpose of retaining suitable detection box-
es from many candidate boxes. 
The flow of this algorithm is described in Al-
gorithm 1. In this context, B represents the can-
didate box list. To distinguish detection boxes 
that are close in position but belong to differ-
ent categories, an offset value is added to the 
detection box according to the category, which 
is convenient for retaining candidate boxes of 
different categories in the subsequent NMS 
screening process. S denotes the list of confi-
dence scores for each detection box in B, sorted 
in descending order. γ1 represents the threshold 
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for candidate box screening. NMS generally 
uses IoU as the index to measure the similarity 
of candidate boxes. The algorithm deletes can-
didate boxes with IoU higher than γ1.
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The target bounding box loss function main-
ly measures the difference between the de-
tected bounding box and the actual bounding 
box. Initially, Intersection over Union (IoU) 
was used, which couldn't accurately measure 
the loss when the detection frame and the real 
frame did not overlap. Rezatofighi et al. [18] 
and others proposed a Generalized Intersection 
Over Union (GIoU) based on IoU, as shown in 
formula (3).
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GIoU has the shortcomings of slow conver-
gence and inaccurate regression. Zheng et al. 
[19] and others put forward DIoU loss and 
CIoU loss based on IoU respectively. DIoU 
adds factors such as the ratio of the distance 
between the center points of the detection box 
and the real box to the diagonal of the minimum 
circumscribed rectangle on the basis of IoU, as 
shown in formula (4).
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Where ρ2(b, b 
gt ) represents the Euclidean dis-

tance between the center points of the detection 
box and real box, and c2 represents the diagonal 
distance of the minimum circumscribed rectan-
gle of the detection box and real box.
On the basis of DIoU, CIoU incorporates the 
length-width ratio of the detection box and the 
real box, as shown in formula (5).
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Where ∂v represents the length-width ratio of 
the detection box and real box, and the calcula-
tion methods of v and ∂ are shown in formulas 
(6) and (7), respectively.
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Here, ∂v represents the length-width ratio of 
the detection box and the real box. w, h, w 

gt, 
h 

gtt respectively represent the width and height 
of the detection box and the real box. The loss 
function of CIoU is shown in formula (8).

LCIoU = 1 - CIoU                 (8)

2.3. Multi-category Non-Maximum 
Suppression (NMS) Target Box 
Screening Algorithm

The output of the model includes candidate box-
es at different scale resolutions. At this time, a 
screening algorithm is needed to select appro-
priate detection boxes from the candidate boxes 
as the prediction results. Candidate box screen-
ing algorithms [24] generally use non-maxi-
mum suppression algorithms. Non-maximum 
suppression algorithms retain detection boxes 
with maximum confidence and delete those de-
tection boxes that are similar to the maximum 
confidence detection box and have lower con-
fidence than the maximum, thereby achieving 
the purpose of retaining suitable detection box-
es from many candidate boxes. 
The flow of this algorithm is described in Al-
gorithm 1. In this context, B represents the can-
didate box list. To distinguish detection boxes 
that are close in position but belong to differ-
ent categories, an offset value is added to the 
detection box according to the category, which 
is convenient for retaining candidate boxes of 
different categories in the subsequent NMS 
screening process. S denotes the list of confi-
dence scores for each detection box in B, sorted 
in descending order. γ1 represents the threshold 
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The computation method for AIoU involves 
adding a loss based on area ratio and CIoU, 
where s1 and s2 represent the areas of the 
marked box and the detection box, respectively. 
After obtaining the larger area ratio, logarith-
mic operation is used to alleviate the instability 
of the loss function caused by the large differ-
ence in area ratio. 
Furthermore, to prevent the situation where the 
network training is unstable due to the over-
weight of the area ratio loss, the maximum val-
ue of the area ratio is limited to a hyperparam-
eter γ. To prevent the instability of the network 
training gradient caused by the larger bounding 
box loss function, we set the γ to 4.0 to limit the 
larger bounding box loss function.

3.3. Category Suppression Integrated 
Non-Maximum Suppression 
(CCNMS) Target Box Screening 
Algorithm

Determining the vehicle target detection box 
generally relies on the non-maximum suppres-
sion algorithm [24]. This algorithm selects the 
detection box with the highest confidence from 
several similar detection boxes for a certain ob-
ject and deletes the detection box with a high-
er intersection over the union with the highest 
confidence detection box. For single-category 
target detection tasks, this algorithm can delete 
redundant detection boxes, thereby achiev-
ing better detection results. But for YOLOv5 
multi-category target detection tasks, this algo-
rithm may cause different category redundan-
cy boxes to appear in the detection boxes. For 
example, in multi-class vehicle detection tasks, 
there are two nearly identical detection boxes 
for the same car, but these two boxes mark dif-
ferent categories, as shown in Figure 4. Here, 
the van-type truck is marked as both 'van' and 
'others', resulting in two detection boxes that 
basically overlap in position.
The main reasons for this issue include two 
aspects. First, during the training process of 
YOLOv5, in the calculation part of the loss 
function, the loss calculation of each category 
is independent, and the existence of multiple 
categories for the same car is inevitable. On the 
other hand, after obtaining the candidate detec-
tion boxes, YOLOv5 will add a larger offset 

to the positions of different category detection 
boxes. When using the NMS algorithm to cal-
culate the intersection over union, even if the 
areas where two different category detection 
boxes are located are roughly the same, their 
intersection over union is still 0, so it's not pos-
sible to discard them using the non-maximum 
suppression algorithm.

Figure 4. Instances of single targets marked by multi-
category detection boxes.

Algorithm 2. Category Suppression Integrated  
Non-Maximum Suppression Algorithm.

Input: CB, B, S, γ1, γ2
Step 1: Get the index list of CB, denoted as I, and 

create a new list K
Step 2: Check whether the length of I is greater than 

0, otherwise the program exits and returns K
Step 3: Get the last element i of I and add it to K
Step 4: Check whether the length of I is 1, if it is, the 

program exits and returns K
Step 5: Divide CB into two groups according to index 

i, the element cb1 corresponding to index i and 
the remaining elements cb2

Step 6: Divide B into two groups according to index 
i, the element b1 corresponding to index i and 
the remaining elements b2

Step 7: Calculate the intersection over union of cb1 
and each element in cb2 respectively, denoted 
as IoU1

Step 8: Keep the indexes in IoU1 that are below γ1, 
denoted as idx1

Step 9: Calculate the intersection over union of b1 and 
each element in b2 respectively, denoted as 
IoU2

Step 10: Keep the indexes in IoU2 that are below γ2, 
denoted as idx2

Step 11: Assign the intersection of idx1 and idx2 to I, 
and return to step2

3.2. AIoU Vehicle Bounding Box Loss 
Function Based on Target Box Area 
Ratio

Based on the CioU [19] bounding box loss 
function, vehicle target detection tasks often 
encounter scenarios where the center point of 
the vehicle is accurately detected, but there is a 
certain deviation between the detection box and 
the area where the vehicle is located. The CIoU 
bounding box loss function integrates the devi-
ation of the center point position and the length-
width ratio of the detection box and the marked 
box based on the intersection over a union of 
the detection box and the marked box. 
The target box and the detection box trained 
using the CIoU loss function can have close 
center points, high overlapping areas, and sim-
ilar length-width ratios, but there are still some 
differences in the sizes of the target box and the 
detection box. A typical detection result trained 
using the CIoU loss is illustrated in Figure 3, 
where the target frame represented by green 
and the detection frame represented by red have 
obvious differences in area, although they have 
close center points, high overlapping areas, and 
similar length-width ratios.

Figure 3. Difference between target box and detection 
box trained by CIoU.

Based on this, this paper further incorporates 
the area deviation of the detection box and the 
marked box, and proposes an AIoU bounding 
box loss function based on target area ratio. 
This further enhances the accuracy of the detec-
tion box. The AIoU bounding box loss function 
is shown in formula 10:
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Figure 2. YOLOv5s-SAG network structure; (a) network body structure; (b) SAG module structure.
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redundant detection boxes, thereby achiev-
ing better detection results. But for YOLOv5 
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rithm may cause different category redundan-
cy boxes to appear in the detection boxes. For 
example, in multi-class vehicle detection tasks, 
there are two nearly identical detection boxes 
for the same car, but these two boxes mark dif-
ferent categories, as shown in Figure 4. Here, 
the van-type truck is marked as both 'van' and 
'others', resulting in two detection boxes that 
basically overlap in position.
The main reasons for this issue include two 
aspects. First, during the training process of 
YOLOv5, in the calculation part of the loss 
function, the loss calculation of each category 
is independent, and the existence of multiple 
categories for the same car is inevitable. On the 
other hand, after obtaining the candidate detec-
tion boxes, YOLOv5 will add a larger offset 

to the positions of different category detection 
boxes. When using the NMS algorithm to cal-
culate the intersection over union, even if the 
areas where two different category detection 
boxes are located are roughly the same, their 
intersection over union is still 0, so it's not pos-
sible to discard them using the non-maximum 
suppression algorithm.
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Non-Maximum Suppression Algorithm.
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Step 1: Get the index list of CB, denoted as I, and 
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0, otherwise the program exits and returns K
Step 3: Get the last element i of I and add it to K
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i, the element b1 corresponding to index i and 
the remaining elements b2

Step 7: Calculate the intersection over union of cb1 
and each element in cb2 respectively, denoted 
as IoU1

Step 8: Keep the indexes in IoU1 that are below γ1, 
denoted as idx1

Step 9: Calculate the intersection over union of b1 and 
each element in b2 respectively, denoted as 
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Step 10: Keep the indexes in IoU2 that are below γ2, 
denoted as idx2

Step 11: Assign the intersection of idx1 and idx2 to I, 
and return to step2

3.2. AIoU Vehicle Bounding Box Loss 
Function Based on Target Box Area 
Ratio

Based on the CioU [19] bounding box loss 
function, vehicle target detection tasks often 
encounter scenarios where the center point of 
the vehicle is accurately detected, but there is a 
certain deviation between the detection box and 
the area where the vehicle is located. The CIoU 
bounding box loss function integrates the devi-
ation of the center point position and the length-
width ratio of the detection box and the marked 
box based on the intersection over a union of 
the detection box and the marked box. 
The target box and the detection box trained 
using the CIoU loss function can have close 
center points, high overlapping areas, and sim-
ilar length-width ratios, but there are still some 
differences in the sizes of the target box and the 
detection box. A typical detection result trained 
using the CIoU loss is illustrated in Figure 3, 
where the target frame represented by green 
and the detection frame represented by red have 
obvious differences in area, although they have 
close center points, high overlapping areas, and 
similar length-width ratios.

Figure 3. Difference between target box and detection 
box trained by CIoU.

Based on this, this paper further incorporates 
the area deviation of the detection box and the 
marked box, and proposes an AIoU bounding 
box loss function based on target area ratio. 
This further enhances the accuracy of the detec-
tion box. The AIoU bounding box loss function 
is shown in formula 10:
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Figure 2. YOLOv5s-SAG network structure; (a) network body structure; (b) SAG module structure.
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4.0. The AdaM function was used to optimize 
the loss with an initial learning rate of 0.01. The 
experiment was iterated 100 times with a batch 
size of 32. The same category IoU threshold in 
CS-NMS is set to 0.45, and the non-same cate-
gory IoU threshold is selected from 0.8 to 1.0. 
Evaluation Metrics: The evaluation metrics for 
object detection mainly consist of the PR curve 
composed of precision and recall, as well as the 
area constructed together with the coordinate 
axis. This area is referred to as the Average Pre-
cision (AP), with the Mean Average Precision 
(mAP) often used in multi-class object detec-
tion tasks serving as the evaluation metric for 
vehicle object detection in this study. mAP50 
and mAP75 respectively represent the mAP 
value when IoU is 0.5 and 0.75, while mAP50-
95 is an average of ten mAP values, ranging 
from an IoU of 0.5 to 0.95.

4.2. Experiment Results Analysis

4.2.1. The Impact of Network Structure on 
Model Performance

The paper presents an improved YOLOv5-SAG 
structure based on the YOLOv5s network struc-
ture. The network performance under the CIoU 
loss function is shown in Table 1.
From Table 1, the parameter count, and model 
size of the YOLOv5s-SAG network structure 

vary slightly from the original YOLOv5s, but 
the detection effect of the model has improved, 
with an overall mAP50 value increase of 1.6%. 
The mAP75 and mAP50-95 values are general-
ly equivalent. In terms of detection efficiency, 
the average inference time of a single image for 
YOLOv5s is 3.9ms, with an average NMS time 
of 0.7ms, whereas the average inference time 
of a single image for YOLOv5s-SAG is 4.2ms, 
with an average NMS time of 0.6ms. Thus, their 
detection efficiencies are comparable.

4.2.2. The Impact of Loss Function on Model 
Performance

This study proposes an Area Ratio-based 
loss function (AIoU) that improves upon the 
CIoU loss function used in object detection 
in YOLOv5s. The performance of the models 
under different network structures is shown in 
Table 2.
According to Table 2, the loss function is ap-
plied during the model training stage, primar-
ily adjusting the model parameters. As such, 
the number and size of model parameters do 
not change under different loss functions. The 
AIoU loss function proposed in this study sig-
nificantly impacts the mAP50 accuracy of the 
model predictions. Compared with the CIoU 
loss function, the AIoU loss function can effec-
tively improve the prediction accuracy of the 
model under different network structures. 

To effectively suppress defects of differ-
ent category redundancy boxes appearing in 
multi-category vehicle target detection tasks, 
this paper improves the existing NMS algo-
rithm and proposes a category suppression in-
tegrated non-maximum suppression (CCNMS) 
target box screening algorithm. This algorithm 
calculates IoU for both the original detection 
boxes and detection boxes with category off-
sets, uses different thresholds for screening, 
and obtains the final detection boxes after tak-
ing intersections. The flow of the algorithm is 
shown in Algorithm 2, where CB and B are lists 
of categories offset detection boxes and original 
detection boxes respectively, which are ranked 
from low to high according to scores, denoted 
as S. The program will separately calculate the 
non-maximum suppression filtering for CB and 
B, finally take the intersection of the results, 
and re-filter the intersection until there are no 
optional boxes left. γ1 and γ2 represent the non-
same category IoU threshold and the same cat-
egory IoU threshold respectively. γ2 is generally 
set to 0.45, while γ1 is determined by experi-
ment in section 4.2. 

4. Experiment Result Analysis

4.1. Experimental Environment and 
Dataset

Experimental Dataset: The experimental data 
is derived from the UA-DETRAC dataset 
[26]. The UA-DETRAC dataset is a large-
scale multi-object vehicle detection database 

that documents a range of vehicle types in re-
al-world road scenarios, including clear days, 
rainy days, and nighttime. There are four cat-
egories of vehicles, namely small cars (car), 
public transit buses (bus), vans (van), and other 
vehicles (others). The dataset identifies a total 
of 8,250 vehicles, with 1.21 million labeled 
frames. The images were extracted from con-
tinuous video at a rate of 25 frames per second, 
resulting in a large quantity of highly similar 
pictures. For the experiment, every tenth pic-
ture was sampled from the original dataset, 
yielding 8,208 images for the training set and 
5,617 for the testing set. The proportion of each 
type of vehicle in the training and testing sets 
is displayed in Figure 5. According to Figure 5, 
'cars' comprise the majority in both the training 
and test sets; the remaining categories are rela-
tively less frequent, with 'others' being the least 
common, accounting for 0.6% and 2.5% in the 
training and validation sets respectively.
Model Training: Four models, namely 
YOLOv5s-CIoU, YOLOv5s-SGA-CIoU, 
YOLOv5s-AIoU, and YOLOv5s-SGA-AIoU, 
were trained based on the above training set and 
test set. 
The output channel dimension in the network 
is set to 27 dimensions, which is the number of 
anchor box groups multiplied by the dimension 
of the detection box information. SAG module 
first reduces the number of input channels to 
27, then increases the number of channels to 54 
in the gating part, and finally reduces the output 
to 27. The parameter γ in AIOU loss is set to Table 1. Comparison of Network Structure Effects.

Model Number of 
Parameter Model Size Inference 

Time NMS Time mAP50 mAP75 mAP50-95

YOLOv5s 7030417 14.4MB 3.9ms 0.7ms 0.525 0.46 0.379

YOLOv5s-SAG 7036735 14.4MB 4.2ms 0.6ms 0.541 0.462 0.38

Figure 5. Percentage of vehicle categories.

Table 2. Comparison of Loss Function Effects.

Model Loss Function mAP50 mAP75 mAP50-95

YOLOv5s CIoU 0.525 0.46 0.379

YOLOv5s AIoU 0.539 0.466 0.389

YOLOv5s-SAG CIoU 0.541 0.457 0.377

YOLOv5s-SAG AIoU 0.565 0.487 0.398
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4.0. The AdaM function was used to optimize 
the loss with an initial learning rate of 0.01. The 
experiment was iterated 100 times with a batch 
size of 32. The same category IoU threshold in 
CS-NMS is set to 0.45, and the non-same cate-
gory IoU threshold is selected from 0.8 to 1.0. 
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cision (AP), with the Mean Average Precision 
(mAP) often used in multi-class object detec-
tion tasks serving as the evaluation metric for 
vehicle object detection in this study. mAP50 
and mAP75 respectively represent the mAP 
value when IoU is 0.5 and 0.75, while mAP50-
95 is an average of ten mAP values, ranging 
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The paper presents an improved YOLOv5-SAG 
structure based on the YOLOv5s network struc-
ture. The network performance under the CIoU 
loss function is shown in Table 1.
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model predictions. Compared with the CIoU 
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the mAP50 values for all other categories in 
the YOLO5s-SAG-CIoU and YOLO5s-AIoU 
algorithms are superior to those of the YO-
LO5s-CIoU algorithm. This indicates that these 
two algorithms are more balanced and general-
ly perform better compared to the YOLO5s-CI-
oU algorithm. Aside from performing slightly 
weaker in the 'bus' category compared to the 
YOLO5s-CIoU algorithm, the YOLO5s-SAG-
AIoU algorithm outperforms the YOLO5s-CI-
oU algorithm in all other categories. Especially 
in the 'others' category, which has less training 
data, its mAP50 has significantly improved 
compared to the other three algorithms, indicat-
ing that the YOLO5s-SAG-AIoU algorithm can 
yield excellent detection results.
Figure 7 presents a comparison of the detection 
effects of YOLO5s-CIoU, YOLO5s-AIoU, and 
YOLO5s-SAG-AIoU under different scenarios. 
In the first row, which depicts a densely pop-
ulated vehicular environment, YOLO5s-AIoU 
manages to detect more of the relatively small-
er vehicles in the upper left corner compared 
to YOLO5s-CIoU. However, it fails to identify 
the obvious vehicles at the bottom right and on 

the left. In contrast, YOLO5s-SAG-AIoU not 
only detects the small vehicles in the upper left 
but also successfully identifies the vehicles on 
the right and left.
In the second-row scenario, YOLO5s-CIoU 
misidentifies non-vehicle targets on the left as 
vehicle targets. YOLO5s-AIoU avoids this situ-
ation but misses some vehicles occupying small 
areas compared to YOLO5s-CIoU. On the other 
hand, YOLO5s-SAG-AIoU effectively avoids 
both false positives and missing small targets.
In the third-row scenario, YOLO5s-CIoU ex-
hibits a case where different categories of de-
tection boxes appear for a single vehicle target. 
The small car below is marked as both 'car' and 
'others' categories, while the bus on the right is 
marked as both 'bus' and 'car' categories. The 
position and size of the marked boxes are ba-
sically consistent, representing the aforemen-
tioned multi-category redundant box situation. 
YOLO5s-AIoU removes the redundant box of 
the bus but retains the redundant one for the 
small car. However, YOLO5s-SAG-AIoU de-
letes both the redundant boxes for the bus and 
the small car.

Figure 6 provides the PR curves of the mAP50 
of the four algorithms. According to Figure 6, 
the mAP50 value of the 'car' category for the 
YOLO5s-CIoU algorithm is 0.75, for the 'bus' 
category it is 0.751, for the 'van' category it is 
0.475, and for the 'others' category it is 0.124. 
Due to the significant differences in the pro-
portion of each category in the training set, the 
results for the 'van' and 'others' categories are 
relatively poor because they comprise a smaller 
proportion of the training data. Except for the 
'car' category, whose mAP50 value is slight-
ly weaker than the YOLO5s-CIoU algorithm, 

The mAP50 results of the YOLOv5s and the 
YOLOv5s-SAG network structure proposed 
in this study using AIoU improved by 1.4% 
and 2.4% compared to CIoU, respectively. 
This shows that the area ratio-based loss func-
tion can be effectively applied to vehicle ob-
ject detection tasks. Overall, the YOLOv5s-
SAG-AIoU algorithm significantly improves 
the mAP50, mAP75, and mAP50-90 metrics 
compared to other algorithms, indicating that 
the self-attention gating mechanism combined 
with the area ratio loss function can achieve 
better detection effects.

Figure 7. Detection effects of YOLO5s-CIoU (left), YOLO5s-AIoU (middle), and YOLO5s-SAG-AIoU (right).
Figure 6. PR curves of mAP50 for four algorithms; (a) YOLO5s-CIoU; (b) YOLO5s-SAG-CIoU;  

(c) YOLO5s-AIoU; (d) YOLO5s-SAG-AioU.
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The visualization results under these different 
scenarios reveal that the detection effective-
ness of YOLO5s-AIoU is superior to that of 
YOLO5s-CIoU, while the performance of YO-
LO5s-SAG-AIoU significantly surpasses both 
YOLO5s-CIoU and YOLO5s-AIoU. This sug-
gests that the YOLO5s-SAG network structure 
and AIoU loss function proposed in this study 
can effectively enhance the performance of the 
original YOLOv5s algorithm in vehicle object 
detection scenarios.

4.2.3. The Impact of Bounding Box Filtering 
Algorithm on Model Performance

This study presents the CCNMS algorithm 
based on the multi-class Non-Maximum Sup-
pression algorithm (NMS) in YOLOv5s, aimed 
at avoiding situations where a single vehicle 
target has multiple redundant bounding boxes 
from different categories. The algorithm in-
volves two thresholds: the same category In-
tersection over Union (IoU) threshold and the 
non-same category IoU threshold. The same 
category IoU threshold is generally set to 0.45, 
while the non-same category IoU threshold is 
determined experimentally. Figure 8 shows 
the mAP50 fluctuation curve for various algo-
rithms under different non-same category IoU 
thresholds.

Figure 8. Detection effects of YOLO5s-CIoU 
(left),mAP50 fluctuation curve for various algorithms 

under different non-same category IoU thresholds.

According to Figure 8, we can select 0.95 
as the non-same category IoU threshold of 
YOLOv5s-SAG-AIoU and YOLOv5s-SAG-
CioU and 0.975 as the non-same catego-
ry IoU threshold of YOLOv5s-AIoU and 
YOLOv5s-CIoU.

The results obtained by various algorithms 
under optimal IoU thresholds are shown in 
Table 3.

According to Table 3, compared to the NMS 
detection algorithm, the CCNMS detection al-
gorithm improves the vehicle detection effect 
for different networks and different loss func-
tions. Overall, CCNMS has a more noticeable 
improvement effect on algorithms with lower 
original mAP50 values, which also have more 
cases of single vehicle multi-category redun-
dant boxes.

Figure 9 shows several scene detection imag-
es where YOLOv5s-CIoU-NMS produced re-
dundant boxes for single vehicles of multiple 
categories and YOLOv5s-SAG-AIoU failed 
to handle redundant boxes. These redundant 
boxes have been circled in green, and under 
the action of the CCNMS detection algorithm, 
these redundant boxes were successfully elim-
inated. 

While the CCNMS can directly eliminate 
the redundant boxes that appear under the 
YOLOv5s-CIoU-NMS algorithm, such as the 
simple scenario in the first row where applying 
CCNMS directly to the image on the left can 
immediately achieve the effect of YOLOv5s-
SAG-AIoU-CCNMS on the right, it is not 
as effective in dense vehicle scenarios, such 
as those in the second and third rows. Here, 
YOLOv5s-SAG-AIoU-NMS detects many rel-
atively smaller vehicle boxes, and although this 
algorithm produces multi-category redundant 
boxes, they can be directly deleted by CCNMS 
without causing the wrong deletion of detection 
boxes of the same category. This is because the 
CCNMS algorithm uses a higher threshold to 
filter non-same category detection boxes, mak-
ing its impact on same-category detection box-
es negligible.

Table 3. Comparison of bounding box filtering algorithm effects.

Model Loss Function Detection Algorithm mAP50 mAP75 mAP50-95

YOLOv5s CIoU NMS 0.525 0.46 0.379

YOLOv5s CIoU CCNMS 0.526 0.461 0.38

YOLOv5s AIoU NMS 0.539 0.466 0.389

YOLOv5s AIoU CCNMS 0.541 0.467 0.391

YOLOv5s-SAG CIoU NMS 0.538 0.457 0.377

YOLOv5s-SAG CIoU CCNMS 0.54 0.459 0.378

YOLOv5s-SAG AIoU NMS 0.565 0.487 0.398

YOLOv5s-SAG AIoU CCNMS 0.568 0.489 0.399

Figure 9. Comparison of detection effects between YOLO5s-CIoU-NMS (left), YOLO5s-SAG-AIoU (middle) 
and YOLO5s-SAG-AIoU-CCNMS (right).
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as those in the second and third rows. Here, 
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boxes, they can be directly deleted by CCNMS 
without causing the wrong deletion of detection 
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CCNMS algorithm uses a higher threshold to 
filter non-same category detection boxes, mak-
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4.2.5. Comparison of Detection Effects on 
General Datasets

In order to further validate the applicability of 
the proposed algorithm for general object detec-
tion tasks, the YOLO5s-SAG-AIoU algorithm 
was retrained based on the coco2017 general 
object detection dataset. The experiment param-
eters were basically consistent with those of ve-
hicle object detection. The training results were 
compared with the results of mainstream object 
detection, and the evaluation index was the AP 
value provided by COCO. The results are shown 
in Table 5, where ''-'' indicates that the result of 
this item is not available. According to Table 
5, compared with YOLOv5s, the detection ef-
fect of our proposed algorithm in general target 
detection tasks has been improved significant-
ly. This indicates that our proposed method is 
still effective for general target detection tasks 
when it is applied to YOLOv5S. Although the 
overall result is slightly lower than RetinaNet, 
CenterNet and other algorithms, the algorithm 
requires fewer parameters, which is more suit-
able for real-time target detection tasks.

5. Conclusion
In order to satisfy the requirements of both effec-
tive detection and real-time processing in the task 
of vehicle target detection in traffic videos, this 
paper investigates multi-object vehicle detection 
in traffic videos. The study involves an analy-
sis and improvement of the currently advanced 
lightweight object detection model, YOLOv5s. 
A vehicle object detection model, based on 
YOLOv5s-SAG-AioU, is proposed. Addition-
ally, an improved non-maximum suppression 
bounding box filtering algorithm is introduced 
to address the issue of overlapping redundant 
bounding boxes from multiple categories for a 
single target. 
Experimental comparisons on the UA-DE-
TRAC dataset show that, in comparison to the 
original YOLOv5s algorithm, the algorithm 
proposed in this paper effectively improves the 
vehicle object detection while satisfying the re-
al-time constraints. To verify that the proposed 
algorithm can be applied to general object de-
tection tasks, experiments were conducted on 
the coco2017 dataset. The results show that, 
compared to YOLOv5s, the proposed algorithm 
can also improve the detection effectiveness in 
general target detection tasks. 

On the other hand, the function of the CCNMS 
algorithm is not only to remove redundant 
boxes. In some special scenarios, it can also 
make minor adjustments to the detection box-
es. For example, in the fourth-row scenario, 
YOLOv5s-CIoU-NMS algorithm has almost 
identical detection boxes for the van and the 
small car in the lower right corner, essentially 
redundant boxes. YOLOv5s-SAG-AIoU-NMS 
separates them, but the effect is not obvious. 
With the application of YOLOv5s-SAG-AIoU-
CCNMS algorithm, a more apparent separation 
is achieved. This indicates that the CCNMS al-
gorithm is not just about deleting multi-catego-
ry detection boxes from the NMS algorithm. In 
some special scenarios, it can also adjust detec-
tion boxes slightly.

4.2.4. Comparison with Mainstream Object 
Detection Algorithms

In this section, the proposed YOLOv5s-SAG-
AIOU-CCNMS algorithm is compared with 
the currently mainstream object detection algo-
rithms in the application of vehicle object de-

tection. The experimental dataset is consistent 
with the dataset in Section 4.1. 
The comparison results are shown in Table 4. 
According to Table 4, the algorithm proposed in 
this paper performs better than faster R-CNN, 
SSD, R-FCN, YOLOv4, and YOLOv5s al-
gorithms in vehicle object detection tasks. It 
slightly underperforms compared to RetinaNet, 
CenterNet, and YOLOv5x algorithms. The rea-
son is that these algorithms use more network 
parameters, and the inference time of the net-
work is longer than ours, which can also be 
seen from the FPS metrics. 
For the real-time traffic video vehicle detection 
task, the network inference time measured by 
FPS is also an extremely important factor, es-
pecially in the application of small embedded 
devices, so our proposed algorithm can better 
balance the network detection effect and FPS. 
Meanwhile, AIoU loss function and CS-NMS 
algorithm we proposed can be compatible with 
excellent algorithms of the same type, such as 
YOLOv5x, but the inference time of the model 
is relatively long, which is not suitable for the 
scene of real-time traffic video vehicle target 
detection in this paper.

Table 4. Comparative Vehicle Object Detection Performance of Mainstream Algorithms.

Model Backbone FPS mAP50 mAP75 mAP50-95

Faster R-CNN [15] VGG-16 31 0.495 0.398 0.312

SSD [20] VGG-16 115 0.508 0.449 0.382

RetinaNet [22] X-101-FPN 35 0.575 0.494 0.402

R-FCN [14] ResNet-101 93 0.515 0.452 0.38

CenterNet [27] DLA-34 125 0.586 0.505 0.411

YOLOv4 [15] CSPDarknet53 171 0.563 0.482 0.394

YOLOv5s [20] CSPDarknet53 217 0.525 0.46 0.379

YOLOv5x [20] CSPDarknet53 117 0.622 0.558 0.477

YOLOX-s [17] CSPDarknet53 193 0.557 0.472 0.385

Ours CSPDarknet53 208 0.568 0.489 0.399

Table 5. Comparative General Object Detection Performance of Mainstream Algorithms.

Model Backbone AP AP_50 AP_75 AP_S AP_M AP_L

Faster R-CNN [15] VGG-16 0.219 0.427 - - - -

SSD [20] VGG-16 0.288 0.485 0.303 0.109 0.318 0.435

RetinaNet [22] X-101-FPN 0.390 0.594 0.417 0.226 0.434 0.509

R-FCN [14] ResNet-101 0.299 0.519 - 0.108 0.328 0.450

CenterNet [27] DLA-34 0.421 0.611 0.459 0.241 0.455 0.528

YOLOv4 [15] CSPDarknet53 0.435 0.657 0.473 0.267 0.467 0.533

YOLOv5s [20] CSPDarknet53 0.355 0.55 - - - -

YOLOv5x [20] CSPDarknet53 0.472 0.666 - - - -

Ours CSPDarknet53 0.375 0.581 0.391 0.212 0.429 0.531
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4.2.5. Comparison of Detection Effects on 
General Datasets

In order to further validate the applicability of 
the proposed algorithm for general object detec-
tion tasks, the YOLO5s-SAG-AIoU algorithm 
was retrained based on the coco2017 general 
object detection dataset. The experiment param-
eters were basically consistent with those of ve-
hicle object detection. The training results were 
compared with the results of mainstream object 
detection, and the evaluation index was the AP 
value provided by COCO. The results are shown 
in Table 5, where ''-'' indicates that the result of 
this item is not available. According to Table 
5, compared with YOLOv5s, the detection ef-
fect of our proposed algorithm in general target 
detection tasks has been improved significant-
ly. This indicates that our proposed method is 
still effective for general target detection tasks 
when it is applied to YOLOv5S. Although the 
overall result is slightly lower than RetinaNet, 
CenterNet and other algorithms, the algorithm 
requires fewer parameters, which is more suit-
able for real-time target detection tasks.
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In order to satisfy the requirements of both effec-
tive detection and real-time processing in the task 
of vehicle target detection in traffic videos, this 
paper investigates multi-object vehicle detection 
in traffic videos. The study involves an analy-
sis and improvement of the currently advanced 
lightweight object detection model, YOLOv5s. 
A vehicle object detection model, based on 
YOLOv5s-SAG-AioU, is proposed. Addition-
ally, an improved non-maximum suppression 
bounding box filtering algorithm is introduced 
to address the issue of overlapping redundant 
bounding boxes from multiple categories for a 
single target. 
Experimental comparisons on the UA-DE-
TRAC dataset show that, in comparison to the 
original YOLOv5s algorithm, the algorithm 
proposed in this paper effectively improves the 
vehicle object detection while satisfying the re-
al-time constraints. To verify that the proposed 
algorithm can be applied to general object de-
tection tasks, experiments were conducted on 
the coco2017 dataset. The results show that, 
compared to YOLOv5s, the proposed algorithm 
can also improve the detection effectiveness in 
general target detection tasks. 

On the other hand, the function of the CCNMS 
algorithm is not only to remove redundant 
boxes. In some special scenarios, it can also 
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CCNMS algorithm, a more apparent separation 
is achieved. This indicates that the CCNMS al-
gorithm is not just about deleting multi-catego-
ry detection boxes from the NMS algorithm. In 
some special scenarios, it can also adjust detec-
tion boxes slightly.

4.2.4. Comparison with Mainstream Object 
Detection Algorithms
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CenterNet [27] DLA-34 0.421 0.611 0.459 0.241 0.455 0.528

YOLOv4 [15] CSPDarknet53 0.435 0.657 0.473 0.267 0.467 0.533

YOLOv5s [20] CSPDarknet53 0.355 0.55 - - - -

YOLOv5x [20] CSPDarknet53 0.472 0.666 - - - -

Ours CSPDarknet53 0.375 0.581 0.391 0.212 0.429 0.531
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Moreover, the AIoU loss and CS-NMS algo-
rithm prove to be universal for the target detec-
tion network framework. In the future, we will 
study the adaptability of these algorithms when 
applied to an updated and lightweight network 
framework to further improve the target detec-
tion effectiveness while meeting real-time re-
quirements.
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Moreover, the AIoU loss and CS-NMS algo-
rithm prove to be universal for the target detec-
tion network framework. In the future, we will 
study the adaptability of these algorithms when 
applied to an updated and lightweight network 
framework to further improve the target detec-
tion effectiveness while meeting real-time re-
quirements.
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