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This research proposed an approach that is intended 
to determine the minimal set of important factors that 
influence the desire of learning Korean language in 
the Gulf Cooperation Council (GCC). Those factors 
will then influence marketing of the Korean language 
in GCC by guiding interested people to increase their 
commercial abilities, improve their information about 
Korean drama, and prepare them to study or travel to 
Korea. A total of 500 responses out of 526 question-
naires were used for the analysis process. Merging 
the weight by SVM and the weight guided feature se-
lection (WGFS) techniques were proposed to build a 
strong hybrid model of reduction for the investigated 
dataset. Five different classifiers were used to test the 
results.  Empirical results have showed that the gen-
erated factors (the reduct) are very significant to test 
the ability/inability of learning the Korean language. 
SVM was shown as the best with accuracy value of 
94%. This research contributed to the literature by 
highlighting the importance of the Korean language in 
the GCC and by presenting the important factors that 
influence learners of the Korean language: encour-
agements and obstacles. Moreover, current research 
presented the best classifier which yields to the high 
performance of classification.
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1. Introduction

Learning languages is important to motivate hu-
man minds and keep them energetic and healthy. 
Specifically, Korean language is nowadays at-

tracting particular interest, because of a number 
of reasons we state below. Authors in [1] and 
[2] stated that "Korean language is attractive 
to many people, especially the females". They 
also stated that "many people like to learn the 
Korean language for different reasons as their 
interests". Korea is already one of the stron-
gest economies in Asia and these trends con-
tinue. With companies like Samsung, LG, and 
Hyundai, Korea is the 13th largest economy 
in the world [3]. Korean dramas have become 
famous in the GCC, and this is another reason 
for people, especially the teenagers, to learn the 
Korean language. The MBC channel is the first 
channel in the GCC that views a Korean TV se-
ries. Korea has become one of the destinations 
that tourists like to visit, hence knowing Korean 
can definitely be helpful and give them the op-
portunity to speak with business owners, neigh-
bors, and tour guides who will help them find 
their way around this country and make them 
feel more comfortable. Other reasons could also 
make this language important if students intend 
to complete their higher study in Korea as it is 
a technologically advanced country. In the liter-
ature, very limited studies are conducted in the 
Korean language such as in [4], [5] and, to our 
knowledge, there are no studies linking the Ko-
rean language and the GCC. Hence the incen-
tive to highlight the importance of Korean lan-
guage in the GCC and in other Arab countries, 
and to find the obstacles its learners may face. 
In this sense, information technology and espe-
cially machine learning come as very helpful. 
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of learning Korean language consists of differ-
ent steps: data collection, data preprocessing, 
classification model, and evaluation measure-
ments. The following subsections explain the 
methodology in details.

3.1. Data Collection

This research utilized an online questionnaire 
to evaluate the desire to learn the Korean lan-
guage in GCC. Designing a suitable question-
naire is important to collect representative data-
sets. It is an oriented questionnaire that consists 
of different categories and questions. The first 
category consists of demographic questions 
(related to gender, age, and ethnicity group). 
The second category contains questions that 
can measure the degree of desire to learn the 
Korean language (such as: Why are you learn-
ing the Korean language? Do you think that the 
Korean language is a popular language nowa-
days? How much do you know about the Kore-
an language? Would you recommend others to 
learn the Korean language?). The third category 
consists of questions about the difficulties that 
may be faced by learners of the Korean lan-
guage (such as: Do you face difficulties during 
learning the Korean language? Do you face 
difficulties in finding adequate resources? Do 
you face difficulties in how to start learning?). 
Additionally, some interviews were undertak-
en with Korean language learners. The learn-
ers were asked about the difficulties they faced 
during the learning process. The purpose of the 
questionnaire and the interviews was to high-
light these difficulties in order to provide rec-
ommendations for new learners. The number of 
participants in this questionnaire was 523 but, 
as we will see in the next subsection, it dropped 
down to 500 after removing all the records with 
missing values. Each participant had to answer 
37 questions.
A representative analysis of the dataset is pre-
sented below.
From the 500 participants, 216 (43.2%) pre-
ferred to learn the Korean language rather than 
other languages such as Chinese, French, and 
Turkish. Of these, 111 (51.4%) preferred it as a 
hobby, 38 (17.6%) preferred it in order to learn 
about the Korean culture, and only 11 (5.1%) 
needed it for travel. Many other participants 

most aspects of modern life. Based on human 
search history, they showed that Google recog-
nizes what people need to know, while Netflix 
recognizes what kind of movies people prefer 
to watch. They also stated [ibid.] that Google 
has started to replace much of its non-machine 
learning technology with machine learning al-
gorithms. In supervised machine learning, the 
training dataset which consists of conditional 
as well as classification attributes is trained and 
a model is generated, while the result can be 
used to map a new object to the matching diag-
nosis [20]. Furthermore, in [21] many machine 
learning methods are reviewed that have been 
employed to improve performance of cancer 
modeling. On the other hand, NRC focuses in 
its report [22] on classification predictive tech-
niques and presents a predictive machine learn-
ing approach that uses known attribute(s) to 
predict unknown value. 
Classification is defined as a supervised tech-
nique whose class label is known in advance 
[23]. Effectively, data classification is a two-
step process. In the first step, a model is built by 
analyzing the data tuples from the training data 
having a set of attributes. For each tuple in the 
training data, the value of the class label attri-
bute is known. In the second step, the generated 
model is applied to the testing dataset in order 
to test its accuracy. The model can be used to 
classify new tuples if its accuracy percentage 
is acceptable. The classification was used in 
learning [24], medicine [25] and crime [26].
This research is aimed to study the key factors 
that affect the ability/inability of learning the 
Korean language. These factors were modeled 
to evaluate the ability/inability of a new learner 
to learn the Koran language. The model saves 
the learner's time and effort by highlighting 
the obstacles that he/she may face during the 
learning process. It minimizes the learning time 
by recommending the resources needed to im-
prove the learner's ability to learn the Korean 
language. This allows the learner to participate 
in different segments of life which may need 
the Korean language.

3. Methodology

The methodology used to study the problem of 
identifying the key factors affecting the ability 

Machine learning techniques are used to form 
data. They apply mathematical algorithms and 
approaches to structural and unstructured data-
sets. Many machine-learning methods are used 
to extract information and knowledge such as 
classification, clustering and regression. Each 
method uses its own algorithms to create a 
proper model for the given dataset. Specifical-
ly, the classification method is used to map the 
records of a dataset into predefined goals; prac-
ticing and understanding different classification 
algorithms helps in building a strong applica-
tion for a given task. Dimensionality reductions 
are other machine learning techniques used to 
discover the significant features of a dataset that 
influence the classification process. Classifica-
tion and feature selection techniques are used 
in this research in order to build a classification 
model that is able to evaluate the appropriate-
ness for a person to learn the Korean language. 
They are also used to show the obstacles that 
may hamper the learner.
The main contributions of this article are sum-
marized below:

 ● presenting a literature review about the 
Korean language;

 ● identifying the main factors (attributes) 
that influence the wish of GCC people to 
learn Korean language using the proposed 
approach;

 ● generating a classification model that may 
determine, by identifying common prob-
lems and complications, the positive cat-
egory of people who can learn the Korean 
language without problems and complica-
tions and the negative category of people 
who will face them;

 ● adopting deep analysis for the important 
factors identified (the reduct) and their in-
fluence on the ability/inability of learning 
the Korean language in the GCC. This is 
done by studying the behavior of partici-
pants;

 ● recommendations will be introduced to 
overcome the difficulties some people may 
face during the process of learning Korean 
language.

2. Literature Review

Motivation to learn languages is regularly stud-
ied and measured [5]. E.g., Shin [6] claimed 
that "the reasons for studying foreign language 
may be for cultural, educational and practical 
purposes". The U.S. Department of Education 
[7] and the U.S. Department of Education and 
Office of Postsecondary Education [8] stated 
that "The Korean language has long been na-
tionally considered as one of the major critical 
languages". In its report, MLA [9] discussed the 
growth of interest in studying Korean language 
around the world concluding that it has been 
steadily on the rise since 1970. Goldberg et al. 
[10] found that the growth of the Korean enroll-
ments is 44.7% , which is the highest amongst 
the top 15 foreign languages in the world be-
tween the years 2009 and 2013.
Much research has been conducted to discover 
the reasons for studying the Korean language. 
Results show that the main reason is the interest 
in Korean culture [11], [12], [13]. According to 
[4], Korean drama is another reason for study-
ing the Korean language, as it has been touch-
ing the teenagers' personality through physical, 
emotional, and mental state. It has been noted 
that Korean dramas are undeniably addictive 
[14], while having the biggest impact in the 
culture, etiquette, and mannerisms shown [15].
Other researches found that many people love 
to watch Korean dramas [1], and especially 
women [2] (the same results can be found in 
[16]). The most frequent factors motivating 
people to learn Korean language thus identified 
include [17]: interesting, important language, 
future career benefits, and knowledge of Kore-
an heritage.
In the continuation, a review is provided on the 
machine learning techniques used in our re-
search. It has been noticed in [18] that machine 
learning algorithms were built and designed to 
match human intellect by learning from the sur-
roundings. Hence, machine learning techniques 
have been applied effectively in different fields 
such as medicine, education, pattern recogni-
tion, astronomy, computer vision, finance, and 
entertainment, learning from previous experi-
ences in order to develop future performance. 
E.g., in their research [19], Beam and Kohane 
claimed that machine learning could change 
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redundancy, and missing data will be used as 
input to the dimensionality reduction process.

3.2.1. Missing Data

Datasets usually contain missing data because 
the data either does not exist or is unknown. To 
resolve this problem, many methods exist in 
the literature such as inputting the missing data 
or deleting the objects that have missing data. 
In this research the latter method was used be-
cause the number of records with missing data 
was small (only 23 records with the percentage 
almost equal to 4.4%) and they would not seri-
ously affect the accuracy.

3.2.2. Encoding Data

Most of machine-learning algorithms need 
numbers to work with. Collected data can be 
categorical or numerical. Categorical data is the 
data that generally takes a limited number of 
possible numerical or textual values. Since our 
data is categorical, it is advised to preprocess it 
before feeding it to the machine learning algo-
rithm. 
The simplest coding of categorical data could 
be done by what we call the normal coding 
(NormC) way using 1, 2, 3, ... for different 
levels. Another way is to use dummy variables 
coding (DummC), which is also called (one-hot 
encoding). For the dummy variables, 1 is used if 
a particular observation is true and 0 otherwise. 
For example, if one of the categorical variables 
is Salary which takes one of the three values: 
High, Average, or Low, one-hot encoding in-
terprets that as three separate dummy variables 
where each is given a value of 1 or 0. Table 1 
shows the results. Both ways mentioned here 
will be tested against the Korean dataset and the 
classifiers used in this research.

Table 1. Dummy variables.

High Average Low

1 0 0

0 1 0

0 0 1

The main benefit of encoding categorical vari-
ables is model efficiency. As every researcher 
knows, there is no best machine learning al-
gorithm for all datasets. One algorithm could 
work best for one dataset but underperform for 
another, maybe similar one. The nature of the 
dataset is one of the reasons. For this, we do not 
agree that the use of normal coding (1, 2, 3, …) 
for  categorical variables is completely wrong 
or that it does not improve the model efficien-
cy. It is good to test the dataset using different 
ways of coding models and then decide which 
one is suitable to use based on the efficiency it 
provides. In the end, we are looking for a model 
of high performance.

3.2.3. Feature Selection

The size of data has become larger in the past 
few years. Therefore, machine learning meth-
ods face serious challenges when trying to 
process  such data. Feature selection is one of 
the most common and important techniques in 
data preprocessing. It works on removing noisy 
data, deletes the data which does not contain 
important information, and removes redundant 
features [27]. Feature selection can be per-
formed in many ways, out of which we used 
WGFS (Weight Guided Feature Selection) in 
this study. WGFS uses input attribute weights 
to determine the order of features added to the 
feature set. The highest weight features are the 
primary to be added to the feature set. The al-
gorithm stops if adding the last n features does 
not increase the performance or if all features 
were added [28]. Cross-validation is used to 
estimate how accurately a model will perform 
in practice. As for performance evaluation, 10-
fold cross-validation of a learning scheme was 
used. Regarding model selection, we used SVM 
as the learner with WGFS in order to have a 
performance metric that can stop the algorithm. 
Namely, SVM provides good results for many 
learning tasks, also being a fast algorithm, and 
additionally works with both linear and qua-
dratic functions.
Weight by SVM (WSVM) and weight by infor-
mation gain (WIG) were separately applied as a 
preprocessing step to the WGFS method. Each 
of them calculates the input weights and then 
feeds them to the WGFS algorithm. We com-
pare these two methods and then decide which 

who do not prefer the Korean language still 
wish to learn it. We focus on the study of the 
reasons behind this desire. Overall, out of 500 
responses, 340 (68%) expressed the desire to 
learn the Korean language. The following re-
sults are related to these 340 participants:

 ● participants with good, fair, or poor knowl-
edge about the Republic of Korea are 167 
(49.1%), 127 (37.4%), and 46 (13.5%) 
respectively. Out of the 500 participants, 
296 (59.2%) showed a significant desire 
to learn Korean language with reference to 
their knowledge about the Republic of Ko-
rea. Results show that the Korean language 
is rising to an important position among 
other languages known in GCC; 

 ● participants with good, fair, or poor knowl-
edge about the Korean culture are 196 
(57.6%), 100 (29.4%), and 40 (11.8%) 
respectively. Out of the 500 participants, 
296 (59.2%) showed a significant desire 
to learn Korean language with reference 
to their knowledge about Korean culture. 
This is a very good indication that the Ko-
rean language has become important in the 
GCC and we must take important steps to 
simplify learning processes and  provide 
better materials; 

 ● participants with good, fair, or poor knowl-
edge about the Korean language are 137 
(40.3%), 126 (37.1%), and 77 (22.6%) 
respectively. Out of the 500 participants, 
263 (52.6%) showed a significant desire 
to learn Korean language with references 
to their knowledge about the Korean lan-
guage. This is also a very good indication 
that the Korean language has become im-
portant in the GCC;

 ● of these 340 participants, 209 (61.5%) rec-
ommend others to study the Korean lan-
guage.

Out of the 500 responses, the following results 
were also obtained:

 ● participants having no difficulty with 
knowing their real studying level in the 
Korean language, 65 persons (13%), ex-
perience about five times less difficulty in 
learning Korean than those with such dif-
ficulty, 283 persons (56.6%). There should 

be a procedure to help students realize their 
studying level before they start learning. 
Such procedure would help to minimize 
students' efforts and learning time;

 ● participants having no difficulty as to 
where to start learning, 67 persons (13.4%), 
experience about four times less difficulty 
in learning Korean than those with such 
difficulty, 285 persons (57%). The starting 
point is the key as to where to start learning 
the Korean language and a high percentage 
of the participants face problems with that. 
Relevant institutions should have some 
way to attract students in the first shot; 

 ● participants having no difficulty with find-
ing adequate learning resources, 64 persons 
(12.8%), experience about four times less 
difficulty in learning Korean than those 
with such difficulty, 284 persons (56.8%). 
This implies that lack of resources is one 
of the significant factors hindering spread 
of the Korean language in the GCC. Steps 
should be taken to solve this problem;

 ● participants having no difficulty with 
knowing the Korean culture, 121 persons 
(24.2%), experience about two times less 
difficulty in learning Korean language than 
those with the difficulty in understanding 
Korean's culture, 284 persons (56.8%). 
Short lessons about Korean culture before 
starting to learn the Korean language is 
recommended.

3.2. Data Preprocessing

Data preprocessing is translation of data from 
undesired shape or form into usable and desired 
shape or form. It is the way to formulate data 
for machine learning. It includes different pro-
cedures such as data cleansing, treating missing 
data, encoding data, and implementing dimen-
sionality reduction. In order to avoid wrong re-
sults, data in the dataset must be sensibly tested, 
processed, and treated before the training pro-
cess is employed. The data in our original data-
set (ODS) was tested and cleaned by removing 
all noise such as errors and redundancy. Treat-
ing missing data and generating the best reduct 
of the original dataset are explained below. The 
cleaned dataset (CDS) which is free of errors, 
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not increase the performance or if all features 
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of them calculates the input weights and then 
feeds them to the WGFS algorithm. We com-
pare these two methods and then decide which 

who do not prefer the Korean language still 
wish to learn it. We focus on the study of the 
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responses, 340 (68%) expressed the desire to 
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to learn Korean language with reference to 
their knowledge about the Republic of Ko-
rea. Results show that the Korean language 
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other languages known in GCC; 
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edge about the Korean culture are 196 
(57.6%), 100 (29.4%), and 40 (11.8%) 
respectively. Out of the 500 participants, 
296 (59.2%) showed a significant desire 
to learn Korean language with reference 
to their knowledge about Korean culture. 
This is a very good indication that the Ko-
rean language has become important in the 
GCC and we must take important steps to 
simplify learning processes and  provide 
better materials; 

 ● participants with good, fair, or poor knowl-
edge about the Korean language are 137 
(40.3%), 126 (37.1%), and 77 (22.6%) 
respectively. Out of the 500 participants, 
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portant in the GCC;
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be a procedure to help students realize their 
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3.2. Data Preprocessing
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data, encoding data, and implementing dimen-
sionality reduction. In order to avoid wrong re-
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is a way to measure impurity) based on the sum 
of the entropy value of the result of the dataset 
(DS):
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where DS is the set of n values and p(ai) is the 
probability of getting the ith value when ran-
domly selecting one from the set. Then, the IG 
value of each attribute is calculated based on 
the reduction of the overall entropy value of the 
selector by the amount of data value of each 
alternative multiplied by the entropy value of 
each result such that:
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where A is subset attribute, |DSi| is the size of 
the subset of the dataset that belongs to the at-
tribute on A partition -i, and |DS| is the number 
of sample in the dataset. After that, split infor-
mation (SI) of each attribute is calculated based 
on the number of values of each alternate attri-
bute.

2
1

| | | |
( ) log| | | |

v
j j

A
i

DS DS
SI DS DS DS=

   
= − ⋅   

   
∑     (6)

where v is the number of partition attributes 
A, |DSj| is the size of the subset of the dataset 

belonging to the attribute on A partition -j and 
|DS| is the number of sample size in the dataset. 
Finally, the IGR value is calculated for each at-
tribute by dividing the value of IG with SI.
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IG AIGR A SI A=                    (7)

The reduct of the NormC dataset which was 
generated by WGFS using WIG is (Q9, Q10, 
Q11, Q13, and Q14). Such a reduct contains 
the most important and significant questions 
that affect the decision of a learner of the Ko-
rean language and they are shown in Table 4. 
The core of the WGFS reduct of the NormC 
dataset using WSVM and WGFS reduct of 
the NormC dataset using WIG is {Q10, Q14} 
and is called WSVM_WIG(NormC), whereas 
the core of the WGFS reduct of the DummC 
dataset using WSVM and the WGFS reduct of 
the NormC dataset using WIG is {Q14} and 
is called WSVM(DummC)_WIG(NormC). 
The core {Q10, Q14} shows great importance 
of Q10 and Q14 when the same shape of the 
dataset (NormC) is used but the different tech-
niques (WSVM and WIG) are applied. The core 
{Q14} shows great importance of Q14 when 
the different shapes of the dataset (DummC and 
NormC) are used but  the different techniques 
(WSVM and WIG) are applied. Among all the 
previous cores, the most important question is 
Q14 which is part of all of them.

one to use in our proposed approach, based on 
their performance. Below we explain each of 
these weights methods and describe how we 
feed their results into the WGFS. 
Weight by SVM. SVM was developed by Va-
pnik and others in 1963 [29]. The Weight by 
SVM operator uses the coefficients of the nor-
mal vector of a linear SVM as attribute weights. 
The attributes with higher weight are consid-
ered more relevant. 
The input is the dataset samples including the 
input sample attributes x1, x2, ..., xn, and the 
output result y whereas the output is the set of 
weights w. There will be one weight (wi) for 
each attribute whose linear combination pre-
dicts the value of y.
To calculate the weight, the following formulas 
will be used:

w · x + b = 0,                       (1)

where w is a weight vector, x is the input vector, 
and b is the bias. Using the classification value, 
we may rewrite it as:

w · x + b = yi,                      (2)

where yi is the classification (= 1 or -1).
α is the contribution of the ith training sample 
to the final solution w. Higher value of α means  
that the sample has a higher contribution to the 
weight vector. The weight formula will finally 
be:
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1

n

i i i
i

w y xα
=

= ∑ .                    (3)

For the NormC dataset, each attribute has one 
weight whereas for the DummC dataset sever-

al weights will be generated for each attribute 
which is represented by several other dummy 
attributes (one weight for each dummy attri-
bute). The average of all these weights was 
calculated and considered as the weight for 
the original attribute. The reduct was generat-
ed two times based on the shape of the Korean 
dataset: one time as the input dataset is coded 
by NormC and the other time when it is coded 
by DummC. The reduct of the Korean dataset 
when NormC was used is (Q10, Q14, Q17,and 
Q21) whereas it is (Q14 and Q21) when Dum-
mC was used. Those questions are the most 
important and significant ones that affect the 
decision of learners of the Korean language 
using WGFS with weight by SVM for NormC 
and DummC datasets, as shown in Table 2 
and Table 3 respectively. Notice that Q14 and 
Q21 represent the intersection between the two 
reducts. So, we called the set of {Q14, Q21} 
the WSVM (NormC, DummyC)_core. It rep-
resents the high quality of these two questions 
when we use a different shape of the dataset 
(NormC, DummyC) but apply the same tech-
nique (WSVM).
Weight by Information Gain. Information 
theory was developed by Claude Shannon [30, 
31]. It provides means to derive good methods 
for deciding how relevant a particular attribu-
tive is. In our context its application helps find 
the amount of information gained about a ran-
dom attribute(the weight of the attribute) with 
respect to the class attribute. Also, the weight 
by information gain ratio (IGR) is used for 
generating attribute weights which we will use 
here.The higher the weight of an attribute, the 
more relevant it is considered. 
In order to find the above ratio, we start by cal-
culating the entropy value (E) of all data (which 

Table 2. WGFS reduct of NormC dataset using WSVM.

Question Description

Q10 Why people prefer to learn the Korean language?

Q14 What reasons make people attracted to the Korean language?

Q17 People know/do not know about Korean culture.

Q21 Would you recommend others to learn the Korean language?

Table 3. WGFS reduct of DummC dataset using WSVM.

Question Description

Q14 What reasons make people attracted to the Korean language?

Q21 Would you recommend others to learn the Korean language?

Table 4. WGFS reduct of NormC dataset using WIG.

Question Description

Q9 Do you know the basics of the Korean Language?

Q10 Why people, in general, prefer to learn the Korean language?

Q11 What is your specific reason to learn the Korean language? 

Q13 What are the difficulties you may face if you want to learn the Korean language?

Q14 What reasons make people attracted to the Korean language?
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dataset using WSVM and WGFS reduct of 
the NormC dataset using WIG is {Q10, Q14} 
and is called WSVM_WIG(NormC), whereas 
the core of the WGFS reduct of the DummC 
dataset using WSVM and the WGFS reduct of 
the NormC dataset using WIG is {Q14} and 
is called WSVM(DummC)_WIG(NormC). 
The core {Q10, Q14} shows great importance 
of Q10 and Q14 when the same shape of the 
dataset (NormC) is used but the different tech-
niques (WSVM and WIG) are applied. The core 
{Q14} shows great importance of Q14 when 
the different shapes of the dataset (DummC and 
NormC) are used but  the different techniques 
(WSVM and WIG) are applied. Among all the 
previous cores, the most important question is 
Q14 which is part of all of them.

one to use in our proposed approach, based on 
their performance. Below we explain each of 
these weights methods and describe how we 
feed their results into the WGFS. 
Weight by SVM. SVM was developed by Va-
pnik and others in 1963 [29]. The Weight by 
SVM operator uses the coefficients of the nor-
mal vector of a linear SVM as attribute weights. 
The attributes with higher weight are consid-
ered more relevant. 
The input is the dataset samples including the 
input sample attributes x1, x2, ..., xn, and the 
output result y whereas the output is the set of 
weights w. There will be one weight (wi) for 
each attribute whose linear combination pre-
dicts the value of y.
To calculate the weight, the following formulas 
will be used:

w · x + b = 0,                       (1)

where w is a weight vector, x is the input vector, 
and b is the bias. Using the classification value, 
we may rewrite it as:

w · x + b = yi,                      (2)

where yi is the classification (= 1 or -1).
α is the contribution of the ith training sample 
to the final solution w. Higher value of α means  
that the sample has a higher contribution to the 
weight vector. The weight formula will finally 
be:

( )
1

n

i i i
i

w y xα
=

= ∑ .                    (3)

For the NormC dataset, each attribute has one 
weight whereas for the DummC dataset sever-

al weights will be generated for each attribute 
which is represented by several other dummy 
attributes (one weight for each dummy attri-
bute). The average of all these weights was 
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reducts. So, we called the set of {Q14, Q21} 
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(NormC, DummyC) but apply the same tech-
nique (WSVM).
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1. Collect the dataset for investigation which 
is the original dataset (ODS); it is the Ko-
rean dataset for our case.

2. Clean the dataset by removing the noise 
which is represented by the duplicate rows 
or missing values.

3. Use normal coding (NormC) to code all 
categorical attributes of the cleaned data-
set.

4. Apply the weight by SVM method to the 
coded dataset for calculating the weight of 
each attribute.

5. Input the weights to the WGFS method in 
order to find the dataset reduct (RDS).

6. Find the performance of the reduct by ap-
plying each of the mentioned classifiers 
individually.

7. Compare the performance results.

8. Choose the one with highest performance 
and name it as the most suitable one for the 
given dataset.

9. Use the chosen classifier to build the clas-
sification model which will be used to 
classify the ability/inability of learning the 
Korean language.

The algorithm was constructed from the pro-
posed approach as shown below.

Algorithm 1. Proposed algorithm.

Step 1.      for each column in the ODS Ci, i: = 1. . p
Step 2.            for each row Rj,j: = 1. . m
Step 3.                  if (no value exist)
Step 4.                      Delete the row
Step 4.                  else
Step 4.                      Perform NormC
Step 5.      ODS:= the cleaned coded dataset
Step 9.      for each column in the ODS Ci, i: = 1. . p
Step 10.          Calculate WSVM[i]:= WCi
Step 11.    Compute RDS RDS:= WGFS(WSVM[i..p])
Step 12.    Generate the classification model  

CM:= Train(RDS)

The steps of the proposed approach are shown 
in Figure 1.

Figure 1. Proposed approach.

5. Results

The data collected were stored in an Excel sheet 
known as the Korean dataset. Question number 
37 was chosen as a decision attribute that in-
fluences the ability/inability of learning the Ko-
rean language. The significant features (reduct) 
generated by the proposed approach showed 
important results. The 36 original conditional 
attributes were minimized to the minimal sub-
set.  The attributes in the minimal set are able to 
classify any new object faster and with similar 
or better accuracy than the original complete 
dataset.
The machine learning classification model for 
evaluating the ability/inability of people to learn 
the Korean language in GCC was built from 
the reduct. Decision tree, logistic regression, 
SVM, Naive, and random forest are some of 
the common classification techniques and they 
were used in this research. Accuracy, recall, and 
precision are the classifiers' evaluation metrics 
used. High significance was set to the accuracy. 
The model that gives the uppermost accuracy 
value will be selected to predict any new un-
known incident as ability/inability to learn the 
Korean language, then providing the recom-
mendations which show how to overcome the 
possible learning difficulties. The experiments 
have been conducted using the RapidMiner 
software tool, as previously discussed in [26].

3.3. Classification Models Used

The goal of the classification is to correctly 
predict the target category in each case for the 
data. This is done by training a dataset and then 
building a classification model for the dataset. 
There are different important classifiers for ma-
chine learning. However, we focused on five of 
them as explained below.
Decision Tree method. This is a supervised 
learning method usually used for tasks such as 
clustering, classification, and regression. Each 
node represents a test on an attribute value. The 
leaves represent classes that can predict classi-
fication models. The branches display chanc-
es of attributes which go to classes. Input to a 
decision tree is the set of records described by 
the set of fields creating yes/no output decision 
[32]. Tree keeps dividing the training dataset 
into root and leaf nodes partitions until the en-
tire dataset has been considered. 
Logistic Regression. This is also a supervised 
machine learning algorithm that is used to de-
termine whether a variable supports a specific 
result or not. It usually answers the kind of yes 
or no questions by analyzing a dataset. It has 
many types such as ordinal, multinomial, bina-
ry, or binomial [33].
Deep Learning. This is a machine learning 
technique that introduces its importance and 
prominence in different fields of interest such 
as robotics, artificial intelligence, NLP, and 
image classification and recognition. Its impor-
tance comes from its capabilities of providing 
better performance for the given problem and 
from its easy way of solving problems. In 2016 
and 2017, Kaggle (the online community of 
data scientists and machine learners) was con-
trolled by gradient boosting and deep learning 
techniques that guide researchers to be success-
ful in applied machine learning [34]. More in-
formation can be found in [35].
Gradient Boosted Trees. This method is a non-
linear regression method that is used to improve 
the accuracy of the sequentially generated trees. 
As stated in Natekin and [36], "while boosting 
trees increases their accuracy, it also decreas-
es speed and human interpretability". They 
also explained that gradient boosted trees are 
suitable for structured data and they are called 

"shallow learning" because they use only two 
layers.
Support Vector Machines (SVMs). This is 
a well-known classification technique that di-
vides data into at least two columns by the iden-
tified hyper-plane. Classification of the points 
is correct if the points are far from the hy-
per-plane. This technique works well for small 
data of less than 1000 objects [37].

3.4. Evaluation Measures

It is essential to determinethe best classifierfor 
ahe given problem. Accuracy could not be suf-
ficient measurement to assess the classification 
results. Al-Shalabi [38] explained the impor-
tance of other measures for the classification 
quality including recall and precision.
Accuracy measurement is calculated by the 
summation of True Negative (TN) and True 
Positive objects (TP) divided by the total num-
ber of objects in the dataset. It is a ratio of cor-
rectly classified objects to the total objects.

TP TNAccuracy TP TN FP FN
+

=
+ + +

        (8)

The second measurement is called recall. It is 
defined as the number of TP objects divided by 
the summation of TP and False Negative ob-
jects (FN). It is the capacity of the classifier to 
return positive objects.

TPRecall TP FN=
+

                  (9)

The last metric is precision. It is defined as the 
number of TP objects divided by the summa-
tion of TP and False Positive objects (FP). It is 
the capacity of the classifier to classify negative 
objects as negative and not as positive.

TPPrecision TP FP=
+

                (10)

4. The Proposed Approach

In this section, the proposed approach will be 
explored by listing its steps which should be ex-
ecuted sequentially. These steps are:
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results. Al-Shalabi [38] explained the impor-
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TP TNAccuracy TP TN FP FN
+

=
+ + +

        (8)

The second measurement is called recall. It is 
defined as the number of TP objects divided by 
the summation of TP and False Negative ob-
jects (FN). It is the capacity of the classifier to 
return positive objects.

TPRecall TP FN=
+

                  (9)

The last metric is precision. It is defined as the 
number of TP objects divided by the summa-
tion of TP and False Positive objects (FP). It is 
the capacity of the classifier to classify negative 
objects as negative and not as positive.

TPPrecision TP FP=
+

                (10)

4. The Proposed Approach

In this section, the proposed approach will be 
explored by listing its steps which should be ex-
ecuted sequentially. These steps are:
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Among the four experiments conducted and 
through a close look at the previous results, the 
best performance was generated for WGFS with 
weight by SVM and NormC dataset (which is 
our proposed approach) by all classifiers used 
in this research.

Analysis results showed that logistic regression 
and SVM classifiers are the best, with the high-
est accuracy (94%), whereas deep learning is 
the worst, with the lowest accuracy (87.4%). 
Decision tree and gradient boosted trees are 
good classifiers with 92% and 89% accuracy 
values respectively. Logistic regression and 
SVM are able to achieve 2% higher accuracy 
than the decision tree which comes in second 
place.

Recall is another evaluation metric. It showed 
that the maximum value is achieved for SVM 
with (95.59%), which is followed by decision 
tree (94.12%), logistic regression (93.93%), 
gradient boosted trees (89.26%), and deep 
learning (85.94%). The recall values of logis-
tic regression and decision tree are almost the 
same with only 0.19% extra for decision tree.
Precision is the third evaluation metric used in 
this study. Logistic regression showed the high-
est result as it had the maximum precision value 
(92.6%). SVM resulted with 92.11% precision 
value, followed by decision tree (90%). All the 
previous three classifiers are important since 
they all reached precision values equal to or 
more than 90%. Gradient boosted trees (87.3%) 

and deep learning (85.92%) are at the end of the 
list with good performance. Logistic regression 
deserves to be the best among all other classi-
fiers as it has the uppermost precision value, 
0.49% higher than the nearest classifier's preci-
sion value which is SVM.

SVM satisfies the peak of both accuracy and 
recall, but it comes to the second place after 
logistic regression in the precision percentage 
value. Therefore, it is the pioneer classifier for 
the Korean dataset.
Our results showed strong indications that 
the feature selection process has an impact on 
classification accuracy. Comparison between 
the accuracy of the original dataset and the ac-
curacy of each of the four experiments on the 
reduced datasets is illustrated in Figure 2, Fig-
ure 3, Figure 4, and Figure 5. In Figure 2, re-
sults showed that all the classifiers except deep 
learning gave better accuracy for the reduced 
dataset than the accuracy of the original data-
set. Figure 3 showed that only decision tree and 
logistic regression accuracies are better than the 
accuracy of the original dataset whereas Figure 
4 highlighted that only logistic regression mod-
el resulted in higher accuracy value than that of 
the original dataset. Figure 5 showed that none 
of the classifiers has better accuracy than the 
accuracy of the corresponding classifier that 
was applied to the original dataset, but logistic 
regression gave the same accuracy value.

First, the accuracy of the original dataset for 
each classifier was calculated. After that, four 
experiments were conducted, based on the gen-
erated reduct. Accuracy, recall, and precision 
were then calculated from the four experiments 
as follows:
1. for reduct generated by WGFS with weight 

by SVM and NormC dataset, 
2. for reduct generated by WGFS with weight 

by SVM and DummC dataset, 
3. for reduct generated by WGFS with weight 

by IG and NormC dataset, 
4. for reduct generated by WGFS with weight 

by IG and DummC dataset.
Table 5 shows the accuracy of the original data-
set whereas Table 6, Table 7, Table 8, and Table 
9 show the accuracy, recall, and precision of the 
four experiments mentioned earlier.

Table 5. Accuracy of each classifier based on the  
original dataset.

Model Accuracy (%)

Decision Tree 88.1

Logistic Regression 87.4

SVM 88.8

Deep Learning 91.6

Gradient Boosted Trees 88.8

Table 6. WGFS with weight by SVM and NormC  
dataset: accuracy, recall, and precision of the  

reduced dataset.

Model Accuracy 
(%)

Recall 
(%)

Precision 
(%)

Decision Tree 92 94.12 90

Logistic Regression 94 93.93 92.60

SVM 94 95.59 92.11

Deep Learning 87.4 85.94 85.92

Gradient Boosted 
Trees 89 89.26 87.3

Table 7. WGFS with weight by SVM and DummC  
dataset: accuracy, recall, and precision of the  

reduced dataset.

Model Accuracy 
(%)

Recall 
(%)

Precision 
(%)

Decision Tree 88.2 86.19 86.78

Logistic Regression 88.2 86.19 86.78

SVM 88.2 86.19 86.78

Deep Learning 88.6 87.15 87.12

Gradient Boosted 
Trees 88 86.05 86.58

Table 8. WGFS with weight by IG and NormC  
dataset: accuracy, recall, and precision of the  

reduced dataset.

Model Accuracy 
(%)

Recall 
(%)

Precision 
(%)

Decision Tree 85.8 84.1 83.66

Logistic Regression 88.2 87.02 86.45

SVM 86.4 84.54 84.89

Deep Learning 86.8 88.14 84.8

Gradient Boosted 
Trees 86 87.22 83.92

Table 9. WGFS with weight by IG and DummC dataset: 
accuracy, recall, and precision of the reduced  

dataset.

Model Accuracy 
(%)

Recall 
(%)

Precision 
(%)

Decision Tree 87.4 91.7 90.3

Logistic Regression 87.4 91.7 90.3

SVM 87.4 91.7 90.3

Deep Learning 87.4 91.7 90.3

Gradient Boosted 
Trees 87.4 91.7 90.3 Figure 2. Accuracy comparison between ODS and the reduced dataset generated by WGFS with weight by SVM and 

NormC dataset for the five classifiers.
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Figure 6 illustrates accuracy comparison be-
tween the five classifiers for the reduced dataset 
generated by the proposed approach. The fig-
ure shows that logistic regression and SVM are 
able to predict new cases with higher predic-
tive rate than other models but closely similar 
to the decision tree. Deep learning and gradient 
boosted trees are excluded as they are slightly 
far from the best classifiers' accuracy with 6.6% 
and 5% respectively. Among the five classifiers 
used, logistic regression and SVM are superior 
and they are recommended by the researchers 
to be used with the Korean dataset.
Since three metrics were used for performance 
measurement and in order to make the decision 
of choosing the best classifier fair enough to all 
classifiers, points were given to each classifier 
for each evaluation measure. The five classifi-
ers were evaluated from 1 (best) to 5 (worst), 
based on their measurement values. Accuracy 
measurement, logistic regression and SVM 
were given one point each, which represents 
the best accuracy classifier, followed by deci-
sion tree, gradient boosted trees and deep learn-
ing with 2, 3, 4, and 5 points respectively. The 

same procedure was carried out for recall and 
precision. After that, the total points (score) 
were calculated for each classifier. The classi-
fier with minimum score is the best while the 
one with maximum score is the worst. This 
analysis, as summarized in Table 10, shows 
that the best classifier for the Korean dataset is 
the SVM, and it is followed by logistic regres-
sion, decision tree, gradient boosted trees, and 
deep learning respectively. SVM and logistic 
regression classifiers are very close to each oth-
er whereas deep learning is the worst. This or-
der is almost the same as the order of accuracy 
measurement, which means that the accuracy 
measurement is the most important for the Ko-
rean dataset and that we can ignore other mea-
surements so as to save time and effort. Figure 
7 shows the importance of the classifiers used 
for the classification of the Korean dataset. To 
make the figure readable, the following formula 
was used to come up with new readable values 
representing the importance of each classifier 
compared to other classifiers. The values were 
rounded to the nearest decimal point:

1 100Importance score= ⋅ .            (11)

Figure 6. Performance comparison between the five classifiers.

Figure 3. Accuracy comparison between ODS and the reduced dataset generated by WGFS with weight by SVM and 
DummC dataset for the five classifiers.

Figure 4. Accuracy comparison between ODS and the reduced dataset generated by WGFS with weight by IG and 
NormC dataset for the five classifiers.

Figure 5. Accuracy comparison between ODS and the reduced dataset generated by WGFS with weight by IG and 
DummC dataset for the five classifiers.
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6. Conclusion

In this work, the WGFS method was used for 
dimensionality reduction with two different 
methods for weights and two different shapes 
for the dataset. After the analysis, WSVM using 
NormC was the best and therefore chosen for 
the proposed approach. It minimized the dimen-
sion of the Korean dataset from 36 dimensions 
(attributes) to 4. Such 4 attributes have an im-

pact on the classification accuracy. Five differ-
ent classifiers were used for testing the perfor-
mance of the proposed model, achieving better 
accuracy by using the 4 attributes than by using 
the original 36 conditional ones. SVM is the 
best classifier with the highest accuracy value 
(94%), followed by logistic regression (94%), 
but with less recall value than SVM. Decision 
tree with accuracy (92%) comes at the third 
place and is followed by gradient boosted trees 

and deep learning respectively. The new classi-
fication model of 4 attributes is recommended 
to measure the ability and inability of people in 
GCC to learn the Korean language. The model 
will also save training and prediction time.
Using our system as a starting point for any 
person who would like to learn the Korean lan-
guage is recommended since it can give a sum-
mary of the person's ability/inability to learn the 
Korean language. Relevant institutions should 
put efforts into marketing the Republic of Ko-
rea by popularizing its history, culture, and at-
tractive language. This will increase the possi-
bility to spread the Korean language across the 
GCC. These institutions should also work hard 
on guiding the learners and making the learning 
resources available to them. This will consider-
ably simplify the process of learning the Kore-
an language in GCC. 
In the future, we may test different methods of 
calculating weights and then feed these weights 
to WGFS. Moreover, other algorithms than 
WGFS could be used to generate the best re-
duct. Besides these, the comparison between 
different algorithms is being made. Further-
more, other classifiers can be included to test 
the performance of newly proposed approach-
es. Applying the proposed approach to other 
datasets similar to the one used in this research 
is also planned.
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datasets similar to the one used in this research 
is also planned.
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