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Parallel Genetic Algorithms have often been reported to 
yield better performance than Genetic Algorithms which 
use a single large panmictic population. In the case of the 
Island Model genetic algorithm, it has been informally 
argued that having multiple subpopulations helps to pre­
serve genetic diversity, since each island can potentially 
follow a different search trajectory through the search 
space. It is also possible that since linearly separable 
problems are often used to test Genetic Algorithms, that 
Island Models may simply be particularly well suited to 
exploiting the separable nature of the test problems. We 
explore this possibility by using the infinite population 
models of simple genetic algorithms to study how Island 
Models can track multiple search trajectories. We also 
introduce a simple model for better understanding when 
Island Model genetic algorithms may have an advantage 
when processing some test problems. We provide empir­
ical results for both linearly separable and nonseparable 
parameter optimization functions. 

1. Introduction 

Island Models are a popular and efficient way 
to implement a genetic algorithm on both serial 
and parallel machines [1, 15, 24, 8]. In a par­
allel implementation of an Island Model each 
machine executes a genetic algorithm and main­
tains its own subpopulation for search. The 
machines work in consort by periodically ex­
changing a portion of their populations in a pro­
cess called migration. For example, a total 
population N10ral for a serial algorithm could be 
spread across M machines by giving each ma­
chine a population size of Nisland = N1orar/M. 
The Island Model introduces the two parame­
ters: migration interval, the number of gen­
erations (or evaluations) between a migration, 

and migration size, the number of in di vi duals 
in the population to migrate. 

Parallel Island Models have often been reported 
to display better search performance than se­
rial single population models, both in terms of 
the quality of the solution found and effort as 
measured in the total number of evaluations of 
points sampled in the search space [ 12, 24]. One 
reason for the improved search quality is that the 
various "islands" maintain some degree of inde­
pendence and thus explore different regions of 
the search space while at the same time sharing 
information by means of migration. This can 
also be seen as a means of sustaining genetic 
diversity [14]. Some researchers [12, 2] have 
gone back to the work of Fisher [4] and Wright 
[25] in biology to try to better understand the 
role of locality (e.g., maintaining distinct is­
lands or some other form of spatial separation) 
in evolution. 

The partially isolated nature of the island popu­
lations suggests that Island Models may be well 
adapted for use on problems that are loosely 
composed of many separate problems that can 
be solved independently. Many test problems 
that have been used to measure the performance 
of genetic algorithms turn out to have exactly 
this property in that they are linearly separa­
ble. That is, the problem can be decomposed 
into the sum of a set of subproblems each of 
which can be solved independently and each of 
which usually takes a limited subset of the entire 
set of function arguments. 

Island Model genetic algorithms have some­
times done well against single population mod-
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