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Software applications used in the controlling and plan-
ning of production processes commonly make use of
predictive statistical models. Changes in the process
involve a more or less regular need for updating the
prediction models on which the operational software
applications are based. The objective of this article is

e to provide information which helps to design semi-
automatic systems for the maintenance of statistical
prediction models and

e to describe a proof-of-concept implementation in an
industrial application.

The system developed processes the production data and
provides an easy-to-use interface to construct updated
models and introduce them into a software application.
The article presents the architecture of the maintenance
system, with a description of the algorithms that cause
the system’s functionality. The system developed was
implemented for keeping up-to-date prediction models
which are in everyday use in a steel plate mill in the
planning of the mechanical properties of steel products.
The conclusion of the results is that the semi-automatic
approach proposed is competitive with fully automatic
and manual approaches. The benefits include good
prediction accuracy and decreased workload of the
deployment of updated model versions.

Keywords: data analysis, software architecture, mainte-
nance system, predictive modelling, model updating

1. Introduction

Large amounts of data are measured from pro-
duction processes in different industries. The
production data is often utilized by applications
that employ statistical predictive models to con-
trol, optimize and plan the production. The
utilized statistical models are fitted using mea-
surement data collected from the process. As

new products and production methods are con-
tinuously developed and novel process settings
are taken into use, data from previously unseen
conditions occur — thus there is a constant need
to update the prediction models. Another major
reason that causes a need for model updates is
process drift.

A commonly used practice to keep the predic-
tions up-to-date is to employ adaptive methods
that automatically update the prediction formula
based on the newest data, and thus adapt them-
selves to the latest process conditions. There
are two commonly used approaches to adaptive
modelling: the moving window method, with
its weighted versions, and recursive updating
of parameters. The term ’on-line learning’ [2]
refers to the latter approach. Also, some other
approaches, for example change point models
[8], have been studied. Adaptive models are
especially useful in those cases where process
drifts cause rapid changes in the modelled rela-
tionship and only the most recent data is valu-
able for the modelling.

Less methodological attention has been paid to
the situation where the distribution of explana-
tory process variables is changing, and pre-
viously unobserved data regions are regularly
taken into use. Because there are no earlier
data on these regions, the model cannot work
reliably, although the relationship modelled re-
mains unchanged. However, similar adaptive
approaches have been commonly employed.

An adaptive learning approach is not applicable
if the generation of up-to-date prediction models
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with satisfactory quality requires human guid-
ance. This is the case when the updating of
the model requires the redefinition of the model
inputs, structural changes, careful selection of
fitting data or the utilization of domain know-
ledge.

In non-automated model maintenance, a new
prediction model is developed from scratch when-
ever it is decided that the current prediction
model does not work satisfactorily. A semi-
automatic maintenance approach automatizes
the data processing and the generation of new
model candidates, but allows human control
of the model employed to produce the predic-
tions. The approach can improve prediction
accuracy and give resource savings compared
to the non-automated maintenance approach.
The semi-adaptive approach for updating of
prediction models may be the most reasonable
approach for many applications. Although a
semi-automatic maintenance approach has not
received much attention in research papers, sim-
plified variations of it may be utilized in industry
relatively commonly.

Information that explains the aspects related to
the architecture, functionality and implementa-
tion of semi-automatic model maintenance sys-
tems can be a substantial aid in solving a partic-
ular model maintenance task. Although main-
tenance of predictive models seems to be a com-
mon issue in industry [12], the issue is rarely dis-
cussed in the literature: In our literature review,
we succeeded to find one throughout description
on the architecture of a prediction model main-
tenance system [7]. We did not find any research
articles that issue semi-automatic model main-
tenance systems. However, the architecture of
the fully automatic prediction model evolving
system by [7] could be applicable also for semi-
automatic model maintenance. Their architec-
ture maintains separate pools for data prepro-
cessing algorithms and prediction models. Pro-
cess data is employed to validate the predictive
performance of the different combinations of
preprocessing and learning methods. The vali-
dation results are employed to adaptively select
the optimal combination of prediction functions
which is utilized to produce the final prediction
using model ensemble methods.

This article presents a case study where a semi-
automatic model maintenance system was im-
plemented to maintain up-to-date product prop-

erty models in a steel plate mill. In contrast
to [7], the system presented treats the predic-
tion model as a separate software module that
may be distributed for several model applica-
tions. The approach enables the full distinction
between prediction models and the applications
that employ the models. Thus, the maintenance
of models is separated from that of application
software. This is an advantage, especially if
there are multiple software applications that uti-
lize the model. What is more, the implementa-
tion of models as independent modules allows
the exchange of models between different sys-
tems and the integration of prediction models
into existing software [13]. The goal of this ar-
ticle is to provide guidelines which help in the
design of semi-automatic model maintenance
systems for different application domains and
industries.

2. Data and the Regression Models

This section gives an overview of the applica-
tion domain for which the studied model main-
tenance system was developed. The problem at
hand was to keep up-to-date three non-linear re-
gression models that predict the distribution of
the mechanical properties of steel plates. These
models are utilized by simulation tools which
are used daily for planning the composition and
thermomechanical treatments of the production
process for plate products in Ruukki produc-
tion, Raahe works. As a project requirement, it
was decided that the updating of these models
must be kept beyond human control, and that
a semi-automatic system is needed to make the
updates easier.

The prediction models studied belong to the
family of double-generalized linear models
[14]. It is assumed that some monotone trans-
formation of the response variable observations
y; are normally distributed with both mean and
variance depending on input variables through
a link-linear relationship

yi = ha) (1)
Y ~ N(u;,o}) (2)
i = f(xB) (3)
o = g(z'1), (4)
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where i (s) = (s* — 1) /A is a Box—Cox trans-
formation function. Here, f(-) and g(-) are
monotone functions and x; € R? is the input
variable vector for the mean model and z; € R?
is the input variable vector for the variance
model. Both x; and z; may include any transfor-
mations of the original explanatory variables.

The modelled mechanical properties are mea-
sured in tensile tests. A test bar is cut out from
the edge scrap of a steel plate. Tensile testing
belongs to regular quality assurance that has to
be performed before the products can be deliv-
ered to the customer. On average, over a hun-
dred tensile tests are made daily. The modelling
data includes the results of the tensile tests, the
composition of steel and the thermomechanical
treatments made during the production process.
There are totally about 60 variables in the data.
About 30 variables are used in the model fitting,
and the rest of the variables are used only in data
preprocessing and identification.

The algorithms for the model maintenance sys-
tem were developed using a large data set that in-
cluded all tensile tests that were performed dur-
ing the period 2001-2006. The data set included
over 250 000 tensile test results, and provided
an excellent test bed to analyse and characterize
the need for model updates and develop optimal
algorithms for the semi-automatic maintenance.
[5] explains the data and the application domain
in more detail. The dependence of the modelled
mechanical properties from the input variables
can be assumed to remain relatively unchanged,
but the introduction of new steel compositions
and processing methods cause a need to update
the models so that they work also for the new
products. The data analysis indicated that the
optimal interval for model updates varies, de-
pending on the introduction of new products
and compositions — typically a model update
was needed once or twice in a year.

A special feature of our data is that there is a
remarkable number of rare steel grades that are
manufactured irregularly and occur after inter-
vals of several years. It is important that the
simulation tool can predict reliably the prop-
erties of these rare steel grades. Thus, all the
data obtained on the rare steel compositions and
production conditions should be archived for the
modelling.

3. Architecture

The model maintenance system developed is
semi-automatic in the sense that the final deci-
sion to update the operational prediction model
is made by a human, but all the hard work
needed to develop, validate and implement an
updated model is automatized. A single person
is responsible for model maintenance using the
system, he or she is later called a model main-
tainer.

3.1. The operational environment

The operational environment of the model main-
tenance system developed is illustrated in Fig-
ure 1.
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Figure 1. The model maintenance system processes
production data to keep up-to-date the prediction models
used by software applications whose purpose is to
improve production efficiency.
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We shall now clarify some essential concepts:

e The production process consists of the man-
ufacturing, planning and scheduling opera-
tions.

e The production database stores the mea-
surements made on the production process.

e The model application is a software appli-
cation that is utilized by the production pro-
cess to optimize its quality and efficiency.
The model applications utilize one or more
model files to produce its output.

o The model file is a file with which the model
application produces predictions. The model
file can be a library file whose functions can
be called by the model application. Alter-
natively, the model file can be, for example,
an XML file that defines the model and on
the basis of which the model application can
produce predictions.
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e The model maintenance system is a soft-
ware application that communicates with the
production database and whose output is uti-
lized to update the model files.

From the model maintenance point of view, it
is important that the prediction model is sepa-
rated from the model application. The commu-
nication between the model and the application
should be based on a general and well-formatted
interface such as predictive model markup lan-
guage (PMML) [13]. This approach provides
substantial advantages:

1. The maintenance of the prediction model is
much simpler than that of the model appli-
cation. Now the prediction model can be
maintained by updating only the model file
without taking care of the model application.
The model can be seen as a ’plug-and-play’
component.

2. The same model file can be used by several
applications. Instead of updating all the ap-
plications, it is enough to update the model
file.

3. A general interface between the applica-
tion and model file allows drastic changes
in the model structure and the model fam-
ily. For example, it is possible to replace
double-generalized linear models by regres-
sion trees, neural networks or any other
model type.

Dynamic link library (dll) is an established for-
mat to implement functions that can be loaded
run-time from software applications indepen-
dently of the programming language. Thus, dll
is an appealing way to implement ’plug-and-
play’ prediction models. Based on these argu-
ments, it was decided that the maintenance sys-
tem uses a specialized text file format designed
to describe double-generalized linear models
(Eq. 4). The model file (dll) reads the model
details from the text file and the simulation tool
calls the functions of the dll. The model is up-
dated by rewriting the estimated parameters and
optionally also terms and link functions in the
text file.

3.2. System architecture

The reuse of code and designs is considered de-
sirable in software engineering. Efficient reuse

of code and expandability of the system by
application-tailored algorithms are the leading
principles in the architectural design of the soft-
ware developed. These aims are achieved by
implementing the system using an appropriate
application framework. An application frame-
work is a software skeleton that can be special-
ized into different applications by plugging in
a comparably small quantity of new code. Ap-
plication framework provides both a reusable
design and a body of code that implements the
design in a reusable form. Volatile functional-
ity and implementation details of the data pro-
cessing algorithms are encapsulated behind sta-
ble interfaces. Component-based application
frameworks have been proved to suit well for
data mining software [1].

An intuitive schema for solving a data min-
ing problem is to link data mining algorithms
to one another (if more than two) and to data
sets. This schema can be schematically sup-
ported by a pipes-and-filters architecture. Thus,
the pipes-and-filters concept has been often em-
ployed as the architectural design of data mining
software: For example, the popular component-
based data mining libraries KNIME, Weka and
RapidMiner are based on pipes-and-filters ar-
chitectures.

Based on the above arguments, our model main-
tenance system was designed using a component-
based pipes-and-filters architecture. Each of
the algorithms needed in model maintenance
was implemented as a reusable component so
that any data processing operation can be im-
plemented by forming a component graph in
which data is transferred from one component
to another. The advantage of this approach is
that it allows flexible re-use and combination
of different data sources and algorithms used in
different stages of data processing, which im-
proves the expandability and modifiability of
the system.

3.3. Internal data storage

A relational database is a standardized inter-
face to distribute data. A database is an effi-
cient method to exchange data between software
components and applications. These arguments
encouraged us to employ a relational database
to store model maintenance data.
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Table name Stored information

primary_data
predictions
proximities

clusters

update _need
model_performance
preprocess
sent_mails
variable_definitions
settings
model_descriptions
fit_obs

models

data gathered from the production database and preprocessed

the response values predicted by different models

the proximity measures for the observations

clustering structure that maps each observation into one of the clusters

the results of the model update need measure calculation

the calculated model goodness measures and related statistical significance
the preprocess rules and the number of excluded observations for each rule
the notices sent to the model maintainer with time stamps

names and expressions that define the variables available for modelling
the settings that control the algorithms used in the model maintenance
descriptive listing of the archived models

mapping that indicates the observations used in the fitting of each model
archived models in the standard file format

Table 1. The database tables that the model maintenance system employs.

The system employs an internal relational data-
base to store the data and information needed
in the model maintenance. The stored informa-
tion includes a model archive, i.e. all the models
that have been in operational use or in test use
earlier. The contents of the model maintenance
database are listed in Table 1.

The case implementation uses MySQL database.

The table primary_data contains the measure-
ments that are read from production database,
includes a database key for identifying observa-
tions and flags the observations that are valid for
inclusion in the analysis. The table model _de-
scriptions include a database key for identifying
models and flags that indicate the current oper-
ational model and current test model. Other
tables make use of these keys to identify obser-
vations and models.

3.4. External interfaces

The model maintenance system developed com-
municates with humans and the information sys-
tem of the production plant with four interfaces:

e Data in The system reads data from format-
ted text files and SQL-databases.

e Model file out The system generates a text
file and sends it to overwrite the current op-
erational model file.

e Notice messages The model maintainer is
informed of the update needs by e-mail.

e Graphical user interface Enables the model
maintainer to perform model updating ac-
tions, obtain detailed data about the models
and their performances, and control the func-
tionality of the model update algorithms.

3.5. Technical implementation

The implementation was carried out using a
software framework called Smart Archive [11]
in order to benefit from ready interfaces and
advance the reuse of code and designs. The
purpose of Smart Archive is to provide general
functionality for implementing real-time data
mining applications and for utilizing efficiently
large amounts of historical measurement data,
and thus shorten the time needed to develop
tailored data mining applications. The design
of Smart Archive is database-oriented: the sys-
tem database is utilized also to exchange data
between the components.

The model maintenance system was implemen-
ted using java, mainly because Smart Archive
has been implemented in java. The arrangement
of components employed in Smart Archive de-
termined also the arrangement of classes of the
maintenance system:

e Data in The interface to import data to the
model maintenance system from the produc-
tion database and the preprocessing of the
raw data.
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e Components Individual data analysis algo-
rithms which can be used in the execution
graphs.

e Input receivers The data interface to get
measurement data from the system’s inter-
nal database.

e Execution graphs The component graphs
used for performing data analysis opera-
tions. An execution graph consists of at least
one input receiver and at least one compo-
nent.

e User interface The graphical user interface
of the maintenance system.

o Utilities Utility functions common to many
classes, such as basic database and model
file operations.

e Model file out The interface to generate and
deliver model files according to the require-
ments of the model applications.

4. Functionality

The semi-automatic model maintenance system
developed consists of two separate software ap-
plications. The data processing application au-
tonomously reads and preprocesses new data
once a day, and determines if the new data gives
a reason for maintenance action. The model
updating application is a tool for easy, human-
controlled fitting, validation and distribution of
new prediction models.

A baseline principle is that a new model is never
taken into use before its performance is vali-
dated. Let the operational model be the model
that is used by a model application and let the
test model denote a newly generated model be-
ing validated. The system takes care that the test
model is not promoted to the new operational
model until the newest data has confirmed that
the test model performs better than the current
operational model.

4.1. Data processing application

The functionality of the data processing appli-
cation is presented in Figure 2. When the data
processing application is launched, it performs
the following steps:

1. Read all unprocessed data from production

database.

2. Preprocess the data using a rule set that rules

out erroneous measurements and observa-
tions gathered during abnormal process con-
ditions. Store the preprocessed data into
the system’s internal database. If the data
change so that the preprocessing rules do
not anymore work correctly, a notice is sent
to the model maintainer.

3. Calculate predictions for the new data us-

ing both the operational model and the test
model. Store the predictions in the internal
database.

4. Calculate proximity measures for the new

data. Store the proximity measures in the
internal database.

5. Calculate the model goodness criteria for

both the operational model and the test model
in the accumulated test data set. Test for the
statistical significance between the model
performances. If it is proved that the test
model performs better, send a notice to the
model maintainer.

6. Calculate the model update need measure

using predictions and proximity measures
using the data collected after the current op-
erational model was fitted. Send a notice to
the model maintainer if the calculated model
update need measure indicates that the pre-
diction accuracy could be significantly im-

( Application starts \
\ uponceaday | (

Production
data

v

Get, preprocess and

store new data 'W

—No—»/ message
4 touser

Did data step
succeed?

Yes
v
Calculate and store

— predictions for the
new data

Calculate and store
proximity measures < y -
for the new data / Send info

———»/ message
4 touser /
Yes N

Measure and analyze
the performance of
models

~Are maintenance [ Applicationis
. —No»{
actions needed? \ closed

Figure 2. Operational flowchart for the data processing
application.
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proved by fitting a new model employing
also the newest data.

4.2. Model updating application

The functionality of the model updating appli-
cation is presented in Figure 3. The model
maintainer launches the application by opening
a graphical user interface window. The purpose
is to provide the model maintainer with a user-
friendly interface to perform the actions related
to model maintenance: most importantly, to
generate new models, validate the performance
of the models and determine the model that is
used as the operational model. The main win-
dow gives a numerical and verbal presentation
on the goodness criteria of the test model and
operational model, and on the statistical signif-
icance between the models. Also, the model
update need measure is illustrated. The menus
and buttons of the interface enable the following
user actions:

e Accept the current test model as the new op-
erational model. The action writes a model
file in a format compatible with the model
applications and delivers it outwards to re-
place the model file being currently used.

e Specify and fit a new test model. The ac-
tion opens a guided window to determine
the structure of the model to be fitted and
the observation count and date limits for the

Calculate
proximities

y

data which is used in the model fitting. Also,
any of the archived models can be set as the
test model.

e Define arestricted data subset using an SQL-
query. The action calculates predictions and
compares model performances in a user-
defined data subset.

e Show archived model details and browse the
model archive.

e Examine the results of data preprocessing
and modify the preprocessing rule set.

e Exclude or restore observations used in the
modelling and model validation using SQL-
commands.

e Show and modify variables which are avail-
able in new model specification and vali-
dation. The variable definitions are written
using SQL-syntax.

e Modify the settings of the model mainte-
nance system; for example, e-mail addresses
or the parameters of different algorithms.

e Export data and predictions to a text file.

5. Algorithms

The aim of this section is to give an overview
of the algorithm categories and examples of al-
gorithms that are needed to implement a main-
tenance system in other applications. In this

(User launches tﬁ\e\\
. application

Set the test model « Cal(v:ulnate
Show model predictions
performances c

; Set the v Specify a model
operational /a —» structure and data » Fit the model
/ model  / _Wait for user for model fitting
S acton
Other actions
- export data and predictions
- show model details —Y
- show preprocess results ( C|°§e the b
- control excluded observations \ g application > /

- control variable definitions
- modify system settings
- show model performance in a
user-restricted data subset

Figure 3. Operational flowchart for the model updating application.
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study, five statistical algorithms were imple-
mented to form the functionality of the model
maintenance system: data preprocessing, se-
lective data restriction, model fitting, predictive
model validation, and detection of the optimal
model update moment. These five elements
of maintenance system functionality are justi-
fied as established stages of a data mining pro-
cess. CRISP-DM is an industry-oriented pro-
cess model for data mining and predictive mod-
elling. According to CRISP-DM, a data mining
process consists of six stages: business under-
standing, data understanding, data preparation,
modelling, model evaluation and model deploy-
ment. [3]. The prediction model evolving sys-
tem [7], too, makes use of these elements.

The algorithms used in this study were devel-
oped for the steel mill case application. This
section illustrates the algorithm categories need-
ed in model maintenance by describing the al-
gorithms implemented in more detail. Because
the algorithms implemented are not expected
to be suitable in all maintenance applications,
the article does not discuss the data analysis re-
sults which show that the developed algorithms
work well in steel data. However, [6], [9] and
[10] explain the application specific algorithmic
decisions.

In further applications of the maintenance sys-
tem, the algorithms should be designed and op-
timized using the available process data to fulfil
the needs of the particular maintenance prob-
lem. Each of the implemented algorithms is an
individual re-usable component or a graph of
several components. Further applications of the
maintenance system may re-implement some of
the components, but maintain their elementary
organization. The re-usability of the compo-
nents lowers the threshold to use the proposed
architecture in different applications. The im-
plemented components and their relation to the
system’s functionality are illustrated in Figure 4.

5.1. Model fitting

The ability to aid in the generation of new
predictive models is a primary activity for the
model maintenance system. The system esti-
mates the model parameters after the specifi-
cation of structure, parameters and variables
are confirmed by the model maintainer. The
implemented model ﬁttingA algorithm produces

the parameter estimates (f3,7) for the double-
generalized linear model framework (Eq. 4)
[5]. The implemented algorithm needs two
obligatory inputs: the response variable vector

Clusterin [ Two-stage Data selection / Clustering &
| p 9 » clusterng - » . ——»/ optimaldata /
\ ata { : algorithm / : /
\ algorithm selection
y /’/
[ Model | Generalized r - /" Parameter
- IRLS-algorith
| fitting data | > | linear model k“erate‘ S-algorithm Y estimates
; /
. \ /
[ Explanatory | - Predicted
| variable }—» Prriilgglve — response
\ data | values
/ Prediction & | Weightin Model Statistical " P-values & /
{ response | > comgonegt » performance » significance »/ performance /
\ data | P measure measure { values
/ Prediction & / - /' Proximities &
| explanatory | y| Proximity Model update »/  update need
\ | calculator need measure /
data measure
/ Preprocessed {
| Unprocessed | Data data & flag
perprocessor for included

raw data |

observations /

Figure 4. The algorithm components implemented to form the model maintenance functionality.
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v = (vt,...,¥5)T, and the input data matri-
ces X = (x1,...,x)  and Z = (z1,...,2) .
It also has two optional inputs: the observation
weight vectorw = (wr, ..., w,)T and the initial
parameter estimates (Binitial, Tinitial)-

The algorithm maximizes the Gaussian log-
likelihood function in (f, 7) using the iterative
ML method [14]. QR-decomposition and the
IRLS-algorithm [4, , pp. 28] are employed it-
eratively to solve the normal equations inside
both the mean and variance model estimation.

5.2. Selective data restriction

A large number of observations prevents the us-
age of all available data for the model fitting.
An algorithm for the smart selection of obser-
vations to be used in the training data is needed
to utilize available historical data efficiently.
All observations with rare and interesting ex-
planatory variable values should be included in
the training data, but the majority of observa-
tions with typical input values can be excluded.
The selective data restriction algorithm devel-
oped places each observation into a cluster, and
uses the clustering to construct a boolean vec-
tor b = (by,...,b,), b; € {0,1} Vi that in-
dicates which observations will be included in
the training data set. The output cluster struc-
ture is a vector ¢ = (cy,...,c,)T that assigns
each observation to one of the found C clusters
Ci,...,Cc1e. ¢ € {Cl, G, .., Cc}Vi. The
inputs of the algorithm are the previous cluster
structure ¢ and a matrix of explanatory variable
observations = = (&;,...&,)T where the ex-
planatory variable vector &; € R” is a subset of
possibly scaled or transformed original inputs.

The clustering algorithm [9] first updates current
coarse clustering and then performs k-means
clustering inside each coarse cluster. The Model
fitting information value 1is calculated for each
cluster using the proximities inside the cluster
and between the clusters. The observations to
be included in the training data are selected in
proportion to the calculated model fitting infor-
mation values.

5.3. Predictive model validation

A model performance measure is needed to
evaluate and compare the suitability of mod-
els to the application. A statistical test is use-
ful to ensure the statistical significance between
the measured performances. The model perfor-
mances are measured in a validation data set V,
which is not used for the fitting of the models.

In the case application, the model performance
is measured with weighted average robust neg-
ative log-likelihood

Pu=)  ai{log(c?,)

iev
+ P25 [(y}k - ﬁi,m)z/ Azzm]
— (A = Dlog(y)}/> @i, (5)

%

where ([; , 67,,) is the prediction of model m
and py(f) = min(¢, o) is a robustifying func-
tion. The Jacobian of Box—Cox transformation
(A — 1)log(y;) transforms the log-likelihood
back to the original scale. In the case applica-
tion, it is most important to predict reliably for
rarely manufactured steel products. Thus, the
weights @; are defined to reduce the influence
of typical observations: ®; = min(1,50/T;),
where T; denotes the number of observations
in V belonging to the same product as the ith
observation.

A test for statistical significance [6] was im-
plemented by estimating the standard errors of
model performance measures P,,, and assum-
ing that the model performance measures are
normally distributed.

5.4. Detection of optimal model update
moment

New data are measured every day. Re-fitting
the prediction model using also the newest data
probably improves the prediction accuracy and
utility value of the model application. On the
other hand, updating of the prediction model in-
cludes its own costs and risks. The optimal time
moment to re-fit the prediction model is recog-
nized by comparing the expected improvement
in model accuracy to the theoretical costs of the
model update.
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The method developed to detect the optimal
model update moment [10] makes use of the av-
erage prediction error in neighbourhood, APEN,
to detect data regions of systematic error in the
predicted mean and average squared standard-
ized residual in neighbourhood, ASSQN, to de-
tect data regions of systematic error in the pre-
dicted variance. These are calculated for each
new observation:

2 =dy/R) T ps[(vy — )/ 0]
D S (S Y/ L

> (1 = d/R) T pasl(yi — Ik)?/ 67
S(l—du/RY g

Here d;; is the Euclidean distance between the
explanatory variable measurements of the ith
and kth observation. Observations within radius
R from the ith input observation are included
in the neighbourhood with a weight depend-
ing on the distance. The robustifying function
Po(+) bounds the influence of single outliers.
Let the data set V include the valid observa-
tions measured after the studied model was fit-
ted. The model update need measure proposed,
M, reflects the improvement in Gaussian log-
likelihood that would be achieved if the data re-
gions with the systematic prediction error were
corrected:

ASSQN; =

M=3 [APEN? — log(ASSQN;)

i€V

+ ASSQN; — 1 — ;] — UCOST. (8)
Here ; = E(APEN? —log(ASSQN;)+ASSQN;
—1| model is correct) and UCOST is a user-
defined penalty reflecting the costs of a model
update. The updating of the model is recom-
mended if M > 0. The studies performed
showed that our model update need measure
reacts rapidly if a new data region with a poor
prediction accuracy comes into regular produc-
tion.

5.5. Data preprocessing

Data for model maintenance is often combined
from several production data sources. Data is
violated by missing values and measurement
errors that should be removed to avoid tangling
the analyses. The data preprocessing compo-
nent implemented performs a modifiable set of

SQL-sentences that process the raw data mea-
surements and flag the observations that will be
excluded from all the analyses and modelling.
The internal database stores also the reason why
an observation is interpreted to be invalid for
modelling. These reasons can be grouped into
five categories:

Mismatch in the observation identification
and time stamps, or conflict in data.

e A missing value in an obligatory explanatory
variable, or in the response variable.

Gross measurement error: a measured value
of some important variable is outside the
possible data region.

e (Obvious measurement error in response value.
This is judged when the absolute standard-
ized residual is high, i.e. (|(yf—u;)/0;] > 6,
and in addition, the observation has sev-
eral neighbouring observations in the train-
ing data of the current prediction model so
that the prediction should be reliable.

e Unsuspected disturbance in the process. The
aim of the model is to predict the product
properties assuming that the production pro-
cess succeeds according to plan. Thus, un-
successful process runs are excluded.

6. Empirical Study

In this section, the benefits of the developed
semi-automatic model maintenance system are
validated by comparing the proposed approach
with two alternative scenarios for model main-
tenance. The comparison is conducted using
the data which is collected from the mechanical
properties of steel plates during the years 2006—
2010. The validation data has not been em-
ployed in the development of the maintenance
algorithms and it consists of 200 000 tensile
tests. During the examination period, the semi-
automatic model maintenance system has been
developed from a prototype to its final version
and its experimental usage at Raahe Works be-
gan in 2008. During the examination period
there were three major process improvements:
introduction of new cooling line, introduction of
new furnace and introduction of a new cooling
program for a large product family. In addition
to these major changes, also the introduction of
new products caused update needs for models.
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The compared scenarios are:

3. MANUAL: The model is developed and

re-implemented from scratch once during

1. SEMI: New model versions are generated o .

. . the examination period. The model de-
using the developed model maintenance sys- . )
tem. The model versions are taken into pro- velopment ?fforts consist of seyeral tasks:
duction use at the time moments proposed datg gathering, fiata PIEprocessing, moFlel
by the algorithms. The maintenance system fitting and selectlol} and the implementation
takes care of the creation and delivery of ofmode_:l file. The time momentioft'he model
the new model files. At each model update updape 15 3 - years after‘the beginning of the
operation, the model maintainer may make examination peI:IOd.. It is assqmed that data
improvements to the term structure of the for model re-estimation is available from the
models. previous two years.

2. AUTO: The parameters of the prediction Scenario SEMI reflects the planned and actual
model are re-estimated once a week. The  usage of the system at Raahe Works. The de-
estimation is done using a rolling window  velopment of prediction error in the different
scheme with a two year long data window.  scenarios was evaluated in a simulation study
It is assumed that the model application or  in which the scenarios were applied to the val-
the model file reads the re-estimated param-  idation data. The costs of different scenarios
eters from plain text files so that there is  were coarsely estimated using domain know-
no need for the generation of more complex ledge. Table 2 summarizes the advantages and
model files. disadvantages of the different scenarios.

H SEMI (semi-automatic) ‘ AUTO MANUAL
Maintenance || Monthly follow-up of the | None The model files are
tasks model maintenance sys- re-implemented from a
tem (1.5 hours/month) scratch once per three
+ the estimation and ac- year. Each reimplemen-
ceptance of new model tation include data gather-
versions and delivery of ing (1 day), data prepro-
new model files (5 deliv- cessing (4 days), model
eries, 2 hour/delivery) estimation and selection
+ determination of struc- (5 days) and implemen-
tural changes to the tation and testing of the
models (5 changes, 6 model files (5 days)
hours /change)
Total 16 days 0 days 30 days
workload
Version Manual: The users can | Automatic:  The users | Manual: The users know
control know the versions and no- | cannot stay abreast of the | the versions and recog-
tice version differences high number of model | nize version updates
versions
Error risk Eliminated: model files | Small: Bad estimationre- | Eliminated: model files
are pretested sults or bugs in the model | are pretested
file are not observed until
the model application
Flexibility Moderate: the term struc- | Small: the term structure | Moderate: the term struc-
ture between the model | is similar for each model | ture between the model
versions may differ version versions may differ

Table 2. Comparison of the estimated workloads, advantages and disadvantages

of model update operations in the different scenarios.
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Figure 5. The observed monthly average of prediction error (root mean squared error) for the three model update

scenarios. The model updates in the scenario SEMI are shown by vertical lines. The thick vertical line shows the
model update moment in the scenario MANUAL.

The differences in the prediction accuracy be-
tween the scenarios were relatively small and
similar for all of the modelled response vari-
ables. In the scenario MANUAL, the number
of bad predictions increased until the model
was updated and therefore the predictive per-
formance was worst in this scenario. The pre-
dictive performance was best in the scenario
AUTO (Figure 5).

The amount of work required by the model
maintenance operations was highest in scenario
MANUAL and lowest in the scenario AUTO.
However, the difference between the scenarios
MANUAL and SEMI is not very high com-
pared to the complexity of the semi-automatic
maintenance system. Based on the predic-
tive performance and estimated workload and
costs of the maintenance operations, the sce-
nario AUTO seems most appealing. However,
in this case, the semi-automatic approach was
preferred because of its flexibility to support
structural changes in the prediction formula. In
addition, the semi-automatic approach was ex-
perienced more reliable and transparent for the
users of the model application.

7. Discussion and Conclusion

The semi-automatic model maintenance system
developed during the research has been success-

fully installed into the information system of a
steel mill, and the testing stage is currently on-
going. However, it is still too early to evaluate
the long-term success of the application. Thus
far, the role of the model maintainer has been
mainly to confirm the proposed model fitting
and acceptance actions that the maintenance
system has proposed in average two per year
per model. Based on first experiences, it is
expected that the system will give economic
benefits because improved prediction accuracy
in the product planning decreases production
costs and the costs needed to maintain the good
prediction accuracy will now be small.

The distinction of the application and the model
file to separate software modules improves the
re-usability and expandability of software and
provides advantages in the maintenance of mod-
els and model applications in long-term. The
drawback is that the distinction implies that
each model update requires the generation of
a new model file. Thus, the model mainte-
nance system has to possess an ability to gen-
erate new model files. In the Ruukki case
application, the distinction between the model
files, model applications and the model mainte-
nance was seen important, because it minimizes
dependencies between the models, the model
maintenance and the utilization of the models.
An important motivation for the separation is
that the model maintenance system developed
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can be later expanded to support models other
than double-generalized linear models and then
utilized in the maintenance of other prediction
models made use of in the production process.

The model maintenance may require the in-
troduction of new explanatory variables, ma-
jor changes in the model structure, new split to
sub-models or careful, knowledge-based selec-
tion of data and model structure. Implementing
a fully automatic system with these kinds of
complex procedures into software requires hard
work. A semi-automatic approach may leave
some of the work to humans, which decreases
the complexity and development costs of the
model maintenance system.

Each application domain has its own premises
which must be taken cognizance in the main-
tenance of related statistical models: the rea-
sons that cause the update need, the distribu-
tion of process variables and its time-dependent
changes, the number and characteristics of input
variables, and the characteristics and stability of
modelled relationship. Thus, the model update
needs in different processes are different. In
some cases, a semi-automatic model mainte-
nance system may be a cost-efficient method to
maintain good prediction accuracy. The semi-
automatic approach seems most suitable to a
situation where the prediction model is imple-
mented as a separate software module indepen-
dently of the model application and model up-
dates are needed relatively often. If model up-
date is needed rarely, the setup cost of the main-
tenance system overwhelms the benefit.

The case study presented here gives guidelines
for the implementation of a semi-automatic model
maintenance system. The results achieved form
a remarkable step forward, although this ar-
ticle does not formulate a general framework
for semi-automatic model maintenance system.
The development of a more general customable
technical framework and algorithm library to
aid the design of semi-automatic model mainte-
nance systems is an important topic for further
research.
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